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Abstract. Twitter is one of the most popular social media platforms with 319 million monthly 
active users who publish 500 million tweets per day. With this popularity, spam accounts are 
also emerging for phishing on Twitter or spreading malicious software, advertising using 
shared URLs on tweets, following legitimate users, and attracting their attention, as well as 
handling trending topics to spread sexual content. In this article, the features of Twitter bot 
detection are presented. In addition, Twitter bot detection methods and tools are described. The 
aim of this study is to determine the best method by comparing and comparing the methods 
used in the literature for the detection of bot in Twitter. 

1.  Introduction 
Bot is an automated running software, which is defined as an abbreviated version of the robot, which 
is responsible for performing any activity on computers or software. Bots- mediated online 
manipulation reports have been used in political speech [1], fake news [2], conspiracy theories [3], 
stock manipulation [4], human health [5], propaganda [6] and in some rare cases [7]. 

Bots also attracted the attention of the cyber security research community: Sometimes, large group 
bots, as shown on Twitter, acting behind command-control-style scenes similar to traditional botnets 
used to distribute cyber attacks and other cyber security threats, it is controlled by the same entity 
called the master of the bot [8]. 

Much work on bot detection assumes extensive access to social media data. For example, Wang et 
al. they used clustering techniques to identify large-scale behavioral anomalies [9], while other authors 
used controlled learning to analyze all accounts of certain platforms and separate bots from humans 
[10]. Some have published studies showing the effectiveness of applications such as SybilRank [11] or 
Facebook Immune System [12]. To prevent limitation of unrestricted data access, other techniques are 
designed to require smaller user activity instances and fewer tagged bots and human user instances. 
Examples of such a trend include the classification system proposed by Chu et al. [13], Wang et al. [9] 
the system based on the source of the crowd he designed, NLP-based detection techniques presented 
by Clark et al. [14] and BotOrNot [15]. 

Currently there are 319 million monthly active users on Twitter. [16] Based on research from the 
University of Southern California and Indiana University, they have up to 15% of them. This means 
that roughly 48 million accounts are bots, not people. We will talk about data tools that analyze 
Twitter data to reveal these data and identify partnerships that can associate them. We recommend the 
best methods of detecting bots in the literature. 
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In this article, first of all, the bot detection features of Twitter are described in detail in Chapter 2. 
Then, the methods of spambot detection methods on Twitter are described in Chapter 3 and the data 
tools for detecting bot in Twitter. Finally, the result of the research paper is given. 

2. Twitter bot detection features 
The features of Twitter bot detection are categorized as follows: 

(1) Account-based features, (2) tweet-based features. 
Each feature category is discussed in the following subsections. 
 
A. Account-based features 
Bot users can be identified by analyzing Twitter accounts that contain the features listed in Table 1. 

Some of the features such as biography, location, home page and date of creation are useless because 
they are controlled by the user. 

 
Table 1. Description of Account Based Features 

Feature Description 

Username The unique identifier of the account 

Biography The biography of the account 

Location The location of the account 

Statuses Count Total Account Status 

Followers Count Total Checks of Account 

Friends Count Total Friends of Account 

Favorites Count Total Number of Favorites (favorite) of the 

account 

Listed Count Total Listed Count of the Account 

Default Profile Default Profile of the Account 

Profile Uses 

Background image 

Profile Background Picture 

Tweet Count Total number of tweets the account has 

Number of likes Total tweets of the account 

Number of retweets Total retweets of the account's tweets 

Number of moments The total number of moments the account has 

 
Bot senders tend to publish the same or similar tweets published by one or more controlled accounts 
[17]. 
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B. Tweet based Features 
Bot senders tend to publish a large number of unwanted tweets to take care of normal users. Spammers 
can be detected by analyzing their tweets. This is necessary to filter spam tweets from legitimate ones 
and provide users with a spam-free environment that is Twitter's purpose [18]. Each tweet contains the 
information listed in Table 2. 
 

Table 2. Description of Tweet Based Features 
 

Feature Description 

Retweet Count The number of retweets the tweet has 

Reply Count The number of replies the tweet has 

Favorite Count The number of favorite the tweet has 

Number of Hashtags The number of hashtags the tweet has 

Number of URLs The number of URL’s the tweet has 

Number of Mentions The number of mentions the tweet has 

Sender Tweet's sender 

Sent date The date Tweet was sent 

Location Detected location of where Tweet is 

saved 

 
Bot senders tend to use many hashtags (especially trending ones) to reach more users. In total, 

Twitter bots are estimated to create approximately 24% of tweets that are on Twitter. 

3. Twitter bot detection methods 
Below is a characteristic table of the bot detection studies in the literature. 
 

 
 

Table 3. Characteristic table of bot detection studies in the literature 
 

Study Technique Method Dataset Accuracy 

Deep neural networks 

for bot detection. 

Sneha Kudugunta, 

Emilio Ferrara (2018) 

Deep neural 

networks 

Account-based: 

Decision tree+ 

SMOTE 

Cresci et al. 

dataset  (2017) 

8386 user 

accounts and 

11,834,866 

tweets 

99,81% 

96,33% 

Tweet based: 

LSTM 
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İdentifikatsiya botov v 

sotsialnyh setyah na 

baze tehnologiy 

intellektualnogo 

analiza dannyh. 

А.О. Evseeva, R.İ. 

Gumerova,  А.S. 

Katasev,  А.P. 

Kirpichnikov (2017) 

Data mining Account-based: 

1.Neural networks 

2.Decision tree 

3.Logistic 

regression 

50 user bot in 

200 user 

accounts 

 

Tweet based: - 

Empirical Evaluation 

and New Design for 

Fighting Evolving 

Twitter Spammers. 

C. Yang, 

R. Harkreader, G. Gu 

(2011) 

Machine 

learning 

Account-based: - 500,000 

Twitter 

accounts and 

more  than  14 

million tweets 

94,7% 

Tweet based: 

1.Random forest 

2.Decision tree 

3.Naive Bayes 

4.Decorate 

Detecting Automation 

of Twitter Accounts: 

Are You a Human, 

Bot, or Cyborg? 

Z.Chu, 

S. Gianvecchio, 

H. Wang, 

S. Member (2012) 

Machine 

learning 

Account-based: 

Depth-First Search 

(DFS) 

A     total     of 

512.407 user 

datasets from 

Twitter 

97,6% 

Tweet based: - 
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Online Human-Bot 

Interactions: 

Detection, Estimation, 

and Characterization. 

O.Varol, 

E. Ferrara, 

C.A. Davis, 

F. Menczer, 

A. Flammini 

Machine 

learning 

Account-based: K-

Means 

A total of 14 

milion user 

datasets from 

Twitter 

94% 

Tweet based: - 

Measuring bot and 

human behavioral 

dynamics. 

I.Pozzana, E.Ferrara 

(2018) 

Data mining Account-based: 

1.Decision tree 

2.Extra tree 

3.Random Forests. 

4.k Nearest 

Neighbors 

380,000 

accounts 

16 million 

tweets 

97% 

Tweet based: 

1.Decision tree 

2.Extra tree 

3.Random Forests. 

4.k Nearest 

Neighbors 

 
In the Kudugunta and Ferrara study, the bot was detected using SMOTE [19] and LSTM using 

two techniques an unbalanced data set [20]. Using the SMOTE technique over the account 99,81% 
and using the LSTM technique over tweet and have achieved high accuracy of 96.33%. 

K-Means Clustering Algorithm is one of the most widely used algorithms in the world of data 
mining. O.Varol et al. have identified normal and bot users over 14 million users in the study. They 
obtained high 94% accuracy using the K-means algorithm [21]. 

Neural networks. The use of neural networks to resolve the classification problem involves 
identifying the input image represented by a feature vector to one or more predetermined classes [22-
23]. In the study of Evseeva et al., bot detection was performed by using data mining methods. The 
decision tree, logistic regression and neural networks methods to compare the percentage of error, as 
the best method of neural networks have stated [24]. 

Decision trees are a way of representing rules in a hierarchical, consecutive structure, and each 
object has a single node that provides a solution. [25]. 

In Pozzana and Ferrara, the bot was detection using decision tree, extra tree, random forest, k-
means algorithms. Thus, a high 94% accuracy was obtained [10]. 
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Logistic regression. Regression algorithms calculate the dependencies between numerical 
values. The linear regression model uses the best linear approach to present the data obtained. The 
resulting approach allows to estimate the values of the dependent variables for any value of the 
independent variables [26]. 

4. Bot detection tools on Twitter 

4.1. Botometer 
This is the development of Indiana University and Northwestern University, which helps determine 
whether an account is a bot. He considers more than a thousand factors to evaluate the service. During 
the analysis, the Botometer examines the hashtags, the tweet language, the publication time, the text 
style, the account trackers, and references to other accounts. Score - The probability of whether the 
account is a bot given as a percentage. The higher this score, the more likely we are to face the bot 
[27]. 

4.2. BotCheck 
The authors of this service are two students who develop a tool to analyze the content of records. If 
there are many manipulative statements and controversial expressions in the Twitter account, BotChek 
marks this as a bot “political bot” or “a moderate account for political propaganda” on Twitter. 
Tests showed that the results of BotChek and Botometer studies were different. The control of several 
accounts showed that BotChek has defined the Botometer's accounts as normal accounts, which are 
defined as bot (50% below the estimate). For the test, they used the account bots, where manual 
control was performed and evidence of unusual activities [28]. 

4.3. BotOrNot 
This service has existed since 2014, but there are operational disruptions at this stage. The service was 
created by experts from Bloomington University (Indiana), funded by the US Department of Defense 
and the National Science Foundation. It can analyze hundreds of parameters, including content, in real 
time [29]. To use, you must log in with your Twitter account and specify the names of suspicious 
accounts on Twitter. 

5. Conclusion and recommendation 
Traditional bot filtering methods cannot detect bot senders on Twitter, because Twitter has unique 
features from e-mail services and websites. Therefore, a more powerful spam detection approach 
specifically designed for Twitter is required. To provide a spam-free environment, spammers must be 
identified and filtered as well as bots. In this article, bot identification was investigated by considering 
the features of bot detection in Twitter and the approaches proposed in the literature. 

According to the results of the study in the literature with the accuracy of 99.81% high data 
mining methods over the account SMOTE and 96.33% accuracy using LSTM techniques over tweet. 
Therefore, it is recommended to use these methods in future studies. 

Using bot detection tools on Twitter, the user is able to control his account. In this study, it is 
recommended that the tools used by users with a Twitter account to determine if there are bot users 
among followers and followers. 

It is foreseen that the study will guide the researchers in the field of bot identification. 
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Logistic regression. Regression algorithms calculate the dependencies between numerical 
values. The linear regression model uses the best linear approach to present the data obtained. The 
resulting approach allows to estimate the values of the dependent variables for any value of the 
independent variables [26]. 

4. Bot detection tools on Twitter 

4.1. Botometer 
This is the development of Indiana University and Northwestern University, which helps determine 
whether an account is a bot. He considers more than a thousand factors to evaluate the service. During 
the analysis, the Botometer examines the hashtags, the tweet language, the publication time, the text 
style, the account trackers, and references to other accounts. Score - The probability of whether the 
account is a bot given as a percentage. The higher this score, the more likely we are to face the bot 
[27]. 

4.2. BotCheck 
The authors of this service are two students who develop a tool to analyze the content of records. If 
there are many manipulative statements and controversial expressions in the Twitter account, BotChek 
marks this as a bot “political bot” or “a moderate account for political propaganda” on Twitter. 
Tests showed that the results of BotChek and Botometer studies were different. The control of several 
accounts showed that BotChek has defined the Botometer's accounts as normal accounts, which are 
defined as bot (50% below the estimate). For the test, they used the account bots, where manual 
control was performed and evidence of unusual activities [28]. 

4.3. BotOrNot 
This service has existed since 2014, but there are operational disruptions at this stage. The service was 
created by experts from Bloomington University (Indiana), funded by the US Department of Defense 
and the National Science Foundation. It can analyze hundreds of parameters, including content, in real 
time [29]. To use, you must log in with your Twitter account and specify the names of suspicious 
accounts on Twitter. 

5. Conclusion and recommendation 
Traditional bot filtering methods cannot detect bot senders on Twitter, because Twitter has unique 
features from e-mail services and websites. Therefore, a more powerful spam detection approach 
specifically designed for Twitter is required. To provide a spam-free environment, spammers must be 
identified and filtered as well as bots. In this article, bot identification was investigated by considering 
the features of bot detection in Twitter and the approaches proposed in the literature. 

According to the results of the study in the literature with the accuracy of 99.81% high data 
mining methods over the account SMOTE and 96.33% accuracy using LSTM techniques over tweet. 
Therefore, it is recommended to use these methods in future studies. 

Using bot detection tools on Twitter, the user is able to control his account. In this study, it is 
recommended that the tools used by users with a Twitter account to determine if there are bot users 
among followers and followers. 

It is foreseen that the study will guide the researchers in the field of bot identification. 
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