
Study of Different Adders Focused on Ultimate Execution 
Speed in FPGA Based Edge Detection  

 

Dimitre Kromichev 

Department of Marketing and International  
Economic Relations,  

University of Plovdiv, 24 Tzar Asen Street,  
Plovdiv 4000, Bulgaria 

 
dkromichev@yahoo.com 

Abstract. The goal of ultimate execution speed in FPGA based edge detection which uses Gaussian filtering requires 
defining the values of maximum operating frequency and minimum number of clock cycles taken to secure 
mathematically accurate result. A critical component in achieving that goal is the simultaneous addition of convolution 
results calculated by the weighted average function in the process of filtering an input image pixel. The paper studies the 
capabilities of different addition algorithms to be used in FPGA based edge detection for simultaneous addition of 
convolution results in terms of guaranteeing minimum number of clock cycles for various Gaussian filter sizes at the 
maximum operating frequency. On that basis, analyzed is the impact of simultaneous addition of convolution results on 
the organization of computations in the Gaussian filtering module of FPGA based edge detection. Ten Intel (Altera) 
FPGA families are used in conducting the explorations.  

1. INTRODUCTION 

       In [1][13] presented is a comparison of carry select adder, carry look ahead adder, carry increment adder, ripple 
carry adder and Brent Kung adder in a Xilinx platform. In [2][4][12][17] investigated are four types of parallel 
prefix adder (Kogge Stone, Spanning Tree, Brent Kung, sparse Kogge stone), ripple carry adder, carry look ahead 
adder and carry skip adder by implementing them in Spartan 6 and Spartan 3E. The conclusion is that ripple carry 
adder has the least delay of all analyzed adders. Due to the presence of a fast carry-chain, the ripple carry adder 
designs exhibit better delay performance up to 128 bits. It is argued that carry tree adders have a speed advantage 
over the ripple carry adder as bit widths approach 256. In [18] presented is a detailed analysis of the fast routing 
links and special logic needed to perform carry operations in modern FPGAs. In [3][5][11][14][15][16][20] 
proposed are studies of hardware optimized 8-bit, 16-bit, 32-bit and 64-bit approximate adders aimed at improving 
the mean squared error. In the proposed 8-bit and 16-bit designs, ripple carry adders are used as sub-adders in all 
approximate adders. The implementation in Artix 7 of 32-bit addition involving a 8-bit least significant inaccurate 
sub-adder is reported to reduce the minimum clock period by 7.1% compared to the accurate FPGA adder; for 64-bit 
addition involving a 8-bit least significant inaccurate sub-adder, the minimum clock period is reported to be reduced 
by 8.3% compared to the accurate FPGA adder. Compared to the 16-bit accurate adder, speed gain is reported to be 
38%, In [6] a new approximate adder design is compared with accurate adders of equal size and a conclusion is 
arrived at that the proposed approximate adder is capable of higher operating frequencies. For 32-bit addition, the 
proposed approximate adder is reported to achieve 25% reduction in the number of utilized LUTs compared to the 
accurate adder with no decrease in performance. In [7] proposed is a new approach to carry increment adder, carry 
save adder, carry select adder, carry skip adder and ripple carry adder by using conventional and multiplexer based 
full adder for 32 bit; the adders are studied in terms of area, power distribution, delay and gate count in Spartan 6. In 
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[10] the implementation of carry increment adder, carry save adder, carry select adder, carry skip adder and ripple 
carry adder in Spartan 3E shows the highest clock frequencies for carry increment adder and carry select adder. In 
[8] four 16-bit adders – ripple carry, Brent Kung, Kogge stone and carry skip adder, are designed. It is found that 
carry skip adder consumes higher power in comparison to the ripple carry adder. In [9] 64-bit ripple carry adder and 
carry look ahead adder are compared in Spartan 7. It is found that the delay of carry look ahead adder is less than 
that of ripple carry adder. In [19] on the basis of 4-bit designs it is found that the propagation delay of carry save 
adder 3.37 ns, carry look ahead adder - 4.005 ns and ripple carry adder - 4.233 ns. In ripple carry adder delay 
increases linearly with the bit length. Thus it is not efficient when large data widths. In carry look ahead adder, due 
to the simultaneous computing of carry, delay is reduced. 
       The objective of this paper is to study the capabilities of different addition algorithms in the simultaneous 
addition of convolution results in FPGA based edge detection. The focus is on guaranteeing minimum number of 
clock cycles in computing the weighted average function for various Gaussian filter sizes at the maximum operating 
frequency maxF . The task is to: (1) explore the number of levels of adders which can fit within a clock period of the 
system clock Tclk  at maxF , thus defining the number of clock cycles required by the simultaneous addition of 
convolution results for different Gaussian filter sizes; (2)  the capabilities of parallel addition to contribute to the 
goal of securing a Gaussian filtered pixel every single clock cycle at maxF ; (2) analyze the impact of simultaneous 
addition of convolution results on the organization of computations in the Gaussian filtering module of FPGA based 
edge detection. The explorations are conducted on the basis of ten Intel (Altera) FPGA families. Used tools: Scilab, 
Intel (Altera) Quartus, TimeQuest Timing Analyzer, ModelSim. The hardware description language is VHDL. 
Relevant to the analyses and conclusions arrived at are gray scale images. 
 

2. LEVELS OF ADDERS IN TERMS OF MAXIMUM OPERATING FREQUENCY 

 
       Maximum operating frequency maxF  in FPGA based edge detection which uses Gaussian filtering is defined by   

maxF of Gaussian filtering module.  Because maxF  of Gaussian filtering is defined by the maximum operating 
frequency of hard multiplier )(max hardMultF , the basic requirement for the number of levels of adders in the 
simultaneous addition of convolution results is 
 
                                                                

)(
1

)(
1

hardMultTclksadderLevelTclk
                                                          (1) 

where 
)( sadderLevelTclk        is the minimum clock period which guarantees positive slack for a concrete number of 

                                     levels of two-input adders involved in the simultaneous addition of convolution results 
)(hardMultTclk            is the clock period defined by )(max hardMultF . 

 
       For all multiplications of Gaussian filter coefficients and image pixels executed within a single clock cycle, the 
number of addends which must be added simultaneously is a function of Gaussian filter size zz * ,  z is an odd 
number and 3z . Hence the total number of levels of two-input adders required to secure mathematically accurate 
addition result is defined by 
 
                                                                                PL    for Pk 2   
                                                                    1 PL   for 122  PP k ,  NP                                                            (2)                                                                                                                                         
where  
 L       is the number of consecutive levels of two-input adders 
 k       is the number of addends,.  
 
     Therefore, for each concrete algorithm involved in the execution of addition operation the task is to define the 
largest values for L  and k which satisfy (1).  
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       In (2) k  is a function of the Gaussian filter size zz * . L  is directly proportional to the maximum critical path 
delay of the concrete addition algorithm executed as a purely combinational schematic. Therefore, L  is a function of 
the data width of the addends. The input data width is controlled by the organization of computations in Gaussian 
filtering. There are two critical input data widths. They are determined by the boundaries of the interval containing 
all possible input data widths in bits. This interval represents all the values which can be calculated in the Gaussian 
filtering module in FPGA based edge detection. Because the largest gray scale image pixel value is 128  and  maxF  
in FPGA based edge detection which uses Gaussian filtering is defined by )(max hardMultF  of 18x18 hard multiplier, 
it follows that: 

 If all convolution results are divided by the normalization factor and then the results are added  
Simultaneously, the largest possible addend is 8 bits. 

 If all convolution results are added simultaneously and then the sum is divided by the normalization factor,  
the largest possible addend is 25 bits. 
      Therefore, according to the interval containing all possible input data widths, the organization of computations 
defines two limitations for L : 

 The largest value of L which satisfies (1) is defined by the critical path delay of 8 bit adder. 
 The largest value of L which satisfies (1) is defined by the critical path delay of 25 bit adder. 
 

3. EXPLORING DIFFERENT ADDERS FOR SIMULTANEOUS ADDITION OF 
CONVOLUTION RESULTS 

       Methodology: 
 Ten adders are used in the explorations: ripple carry adder, carry select adder, carry look ahead adder, carry  

save adder, carry skip adder, carry increment adder, Kogge stone adder, spanning tree adder, Brent Kung adder, 
sparse Kogge stone adder  

 In Intel (Altera) FPGA, adding two integers by using the Lpm_add_sub megafunction or symbol ‘’+’’ is  
synthesized to ripple carry adder. The functionality of all other adders is implemented in hardware description 
language 

 )(max hardMultF  of 18x18 multiplier is defined for the targeted Intel (Altera) FPGA families. Lpm_mult  
megafunction is used to implement the hard multiplier in Cyclone II-V and Stratix I-V. In Cyclone family 
multipliers are implemented with Lpm_mult megafunction using only logic resources. The obtained results are for 
the highest speed grade in a concrete FPGA family. Experiments are conducted using all values within the inputs’ 
range of the multiplier. 

 The number of levels of adders is explored within a single clock cycle 
 The number of addends at level # 1 is defined by the Gaussian filter size 
 Maximum input data width for zz *  number of integer division operations executed immediately after the  

convolution results are available at the output of hard multipliers is 8 bits 
 Maximum input data width for a single integer division operation executed over the sum of all convolution  

results is 25 bits. 
       The obtained results are shown in Table 1, Table 2, Table 3 and Table 4. 
 

4. ANALYSIS OF RESULTS 

       On the basis of satisfying the requirements of (1) and (2), the obtained results for executing simultaneous 
addition in calculating the weighted average function by using ten different algorithms implemented in the targeted 
Intel (Altera) FPGA families show that:  

 With  ripple carry adder, carry select adder and carry save adder simultaneous addition of 8 bit addends can  
be executed within a single clock cycle for Gaussian filter sizes 3x3, 5x5 and 7x7 

 When ripple carry, carry select adder and carry save adders are used for Gaussian filters with 9z   and  
input data width = 8 bits simultaneous addition must be pipelined to satisfy (1) 

[10] the implementation of carry increment adder, carry save adder, carry select adder, carry skip adder and ripple 
carry adder in Spartan 3E shows the highest clock frequencies for carry increment adder and carry select adder. In 
[8] four 16-bit adders – ripple carry, Brent Kung, Kogge stone and carry skip adder, are designed. It is found that 
carry skip adder consumes higher power in comparison to the ripple carry adder. In [9] 64-bit ripple carry adder and 
carry look ahead adder are compared in Spartan 7. It is found that the delay of carry look ahead adder is less than 
that of ripple carry adder. In [19] on the basis of 4-bit designs it is found that the propagation delay of carry save 
adder 3.37 ns, carry look ahead adder - 4.005 ns and ripple carry adder - 4.233 ns. In ripple carry adder delay 
increases linearly with the bit length. Thus it is not efficient when large data widths. In carry look ahead adder, due 
to the simultaneous computing of carry, delay is reduced. 
       The objective of this paper is to study the capabilities of different addition algorithms in the simultaneous 
addition of convolution results in FPGA based edge detection. The focus is on guaranteeing minimum number of 
clock cycles in computing the weighted average function for various Gaussian filter sizes at the maximum operating 
frequency maxF . The task is to: (1) explore the number of levels of adders which can fit within a clock period of the 
system clock Tclk  at maxF , thus defining the number of clock cycles required by the simultaneous addition of 
convolution results for different Gaussian filter sizes; (2)  the capabilities of parallel addition to contribute to the 
goal of securing a Gaussian filtered pixel every single clock cycle at maxF ; (2) analyze the impact of simultaneous 
addition of convolution results on the organization of computations in the Gaussian filtering module of FPGA based 
edge detection. The explorations are conducted on the basis of ten Intel (Altera) FPGA families. Used tools: Scilab, 
Intel (Altera) Quartus, TimeQuest Timing Analyzer, ModelSim. The hardware description language is VHDL. 
Relevant to the analyses and conclusions arrived at are gray scale images. 
 

2. LEVELS OF ADDERS IN TERMS OF MAXIMUM OPERATING FREQUENCY 

 
       Maximum operating frequency maxF  in FPGA based edge detection which uses Gaussian filtering is defined by   

maxF of Gaussian filtering module.  Because maxF  of Gaussian filtering is defined by the maximum operating 
frequency of hard multiplier )(max hardMultF , the basic requirement for the number of levels of adders in the 
simultaneous addition of convolution results is 
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where 
)( sadderLevelTclk        is the minimum clock period which guarantees positive slack for a concrete number of 

                                     levels of two-input adders involved in the simultaneous addition of convolution results 
)(hardMultTclk            is the clock period defined by )(max hardMultF . 

 
       For all multiplications of Gaussian filter coefficients and image pixels executed within a single clock cycle, the 
number of addends which must be added simultaneously is a function of Gaussian filter size zz * ,  z is an odd 
number and 3z . Hence the total number of levels of two-input adders required to secure mathematically accurate 
addition result is defined by 
 
                                                                                PL    for Pk 2   
                                                                    1 PL   for 122  PP k ,  NP                                                            (2)                                                                                                                                         
where  
 L       is the number of consecutive levels of two-input adders 
 k       is the number of addends,.  
 
     Therefore, for each concrete algorithm involved in the execution of addition operation the task is to define the 
largest values for L  and k which satisfy (1).  
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TABLE 1. Number of levels of adders 8 bits in executing simultaneous addition with different algorithms 
for input data width of addends = 8 bits under the condition

)(
1

)(
1

hardMultTclksadderLevelTclk
  

FPGA family Ripple carry 
adder 

Carry select 
adder 

Carry look 
ahead adder 

Carry save 
adder 

Carry skip 
adder 

Cyclone 6 6 4 6 4 
Cyclone II 6 6 4 6 4 
Cyclone III 6 6 4 6 4 
Cyclone IV 6 6 4 6 4 
Cyclone V 6 6 4 6 4 
Stratix 6 6 4 6 4 
Stratix II 6 6 4 6 4 
Stratix III 6 6 4 6 4 
Stratix IV 6 6 4 6 4 
Stratix V 6 6 4 6 4 

 
 

TABLE 2. Number of levels of adders 8 bits in executing simultaneous addition with different algorithms 
for input data width of addends = 8 bits under the condition

)(
1

)(
1

hardMultTclksadderLevelTclk
  

FPGA family Carry 
increment 

adder 

Kogge stone 
adder 

Spanning tree 
adder 

Brent Kung 
adder 

Sparse Kogge 
stone adder 

Cyclone  5 5 5 5 5 
Cyclone II 5 5 5 5 5 
Cyclone III 5 5 5 5 5 
Cyclone IV 5 5 5 5 5 
Cyclone V 5 5 5 5 5 
Stratix 5 5 5 5 5 
Stratix II 5 5 5 5 5 
Stratix III 5 5 5 5 5 
Stratix IV 5 5 5 5 5 
Stratix V 5 5 5 5 5 

 
 

 With carry increment adder, Kogge stone adder, spanning tree adder, Brent Kung adder and sparse Kogge  
stone adder simultaneous addition of 8 bit addends can be executed within a single clock cycle for Gaussian filter 
sizes 3x3 and 5x5 

 When carry increment, Kogge stone, spanning tree, Brent Kung and sparse Kogge stone adders are used for  
Gaussian filters with 7z  and input data width = 8 bits simultaneous addition must be pipelined to satisfy (1) 

 With carry look ahead adder and carry skip adder simultaneous addition of 8 bit addends can be executed  
within a single clock cycle only for Gaussian filter size 3x3 

 When carry look ahead and carry skip adders are used for Gaussian filters with 5z  and input data width  
= 8 bits simultaneous addition must be pipelined to satisfy (1) 

 When the input data width of the addends is 25 bits none of the ten adders can be used to execute  
sumaltenious addition within a single clock cycle for any Gaussian filter size. In this case, according to (2), for all 
filter sizes simultaneous addition must be pipelined. 
       On a comparative basis, the obtained exploration results define two facts focused on the goal of ultimate 
execution speed in FPGA based edge detection:  
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TABLE 3.  Number of levels of adders 8 bits in executing simultaneous addition with different algorithms 
for input data width of addends = 25 bits under the condition

)(
1

)(
1

hardMultTclksadderLevelTclk
  

FPGA family Ripple carry 
adder 

Carry select 
adder 

Carry look 
ahead adder 

Carry save 
adder 

Carry skip 
adder 

Cyclone  2 2 1 2 1 
Cyclone II 2 2 1 2 1 
Cyclone III 2 2 1 2 1 
Cyclone IV 2 2 1 2 1 
Cyclone V 2 2 1 2 1 
Stratix 2 2 1 2 1 
Stratix II 2 2 1 2 1 
Stratix III 2 2 1 2 1 
Stratix IV 2 2 1 2 1 
Stratix V 2 2 1 2 1 

 
 

TABLE 4.  Number of levels of adders 8 bits in executing simultaneous addition with different algorithms 
for input data width of addends = 25 bits under the condition

)(
1

)(
1

hardMultTclksadderLevelTclk
  

 
FPGA family 

Carry 
increment 

adder 

Kogge stone 
adder 

Spanning tree 
adder 

Brent Kung 
adder 

Sparse Kogge 
stone adder 

 
Cyclone  1 1 1 1 1 
Cyclone II 1 1 1 1 1 
Cyclone III 1 1 1 1 1 
Cyclone IV 1 1 1 1 1 
Cyclone V 1 1 1 1 1 
Stratix 1 1 1 1 1 
Stratix II 1 1 1 1 1 
Stratix III 1 1 1 1 1 
Stratix IV 1 1 1 1 1 
Stratix V 1 1 1 1 1 

 
 

 Ripple carry adder presents the best ratio between maxF  and the minimum number of clock cycles  
required to calculate mathematically accurate result 

 With respect to the organization of computations in Gaussian filtering, it is a must that all convolution  
results are divided by the normalization factor and then the results are added simultaneously. 
. 

CONCLUSION 

       In this paper, presented is a study of ten adders with focus on the goal of ultimate execution speed in FPGA 
based edge detection which uses Gaussian filtering. The exploration results obtained on the basis of ten Intel 
(Altera) FPGA families show that ripple carry adder provides the best ratio between maximum operating frequency 
and minimum number of clock cycles taken to secure mathematically accurate result. The exploration results prove 
that the optimal organization of computations in Gaussian filtering is: all convolution results are divided by the 
normalization factor and then the results are added simultaneously. 

TABLE 1. Number of levels of adders 8 bits in executing simultaneous addition with different algorithms 
for input data width of addends = 8 bits under the condition

)(
1

)(
1

hardMultTclksadderLevelTclk
  

FPGA family Ripple carry 
adder 

Carry select 
adder 

Carry look 
ahead adder 

Carry save 
adder 

Carry skip 
adder 

Cyclone 6 6 4 6 4 
Cyclone II 6 6 4 6 4 
Cyclone III 6 6 4 6 4 
Cyclone IV 6 6 4 6 4 
Cyclone V 6 6 4 6 4 
Stratix 6 6 4 6 4 
Stratix II 6 6 4 6 4 
Stratix III 6 6 4 6 4 
Stratix IV 6 6 4 6 4 
Stratix V 6 6 4 6 4 

 
 

TABLE 2. Number of levels of adders 8 bits in executing simultaneous addition with different algorithms 
for input data width of addends = 8 bits under the condition

)(
1

)(
1

hardMultTclksadderLevelTclk
  

FPGA family Carry 
increment 

adder 

Kogge stone 
adder 

Spanning tree 
adder 

Brent Kung 
adder 

Sparse Kogge 
stone adder 

Cyclone  5 5 5 5 5 
Cyclone II 5 5 5 5 5 
Cyclone III 5 5 5 5 5 
Cyclone IV 5 5 5 5 5 
Cyclone V 5 5 5 5 5 
Stratix 5 5 5 5 5 
Stratix II 5 5 5 5 5 
Stratix III 5 5 5 5 5 
Stratix IV 5 5 5 5 5 
Stratix V 5 5 5 5 5 

 
 

 With carry increment adder, Kogge stone adder, spanning tree adder, Brent Kung adder and sparse Kogge  
stone adder simultaneous addition of 8 bit addends can be executed within a single clock cycle for Gaussian filter 
sizes 3x3 and 5x5 

 When carry increment, Kogge stone, spanning tree, Brent Kung and sparse Kogge stone adders are used for  
Gaussian filters with 7z  and input data width = 8 bits simultaneous addition must be pipelined to satisfy (1) 

 With carry look ahead adder and carry skip adder simultaneous addition of 8 bit addends can be executed  
within a single clock cycle only for Gaussian filter size 3x3 

 When carry look ahead and carry skip adders are used for Gaussian filters with 5z  and input data width  
= 8 bits simultaneous addition must be pipelined to satisfy (1) 

 When the input data width of the addends is 25 bits none of the ten adders can be used to execute  
sumaltenious addition within a single clock cycle for any Gaussian filter size. In this case, according to (2), for all 
filter sizes simultaneous addition must be pipelined. 
       On a comparative basis, the obtained exploration results define two facts focused on the goal of ultimate 
execution speed in FPGA based edge detection:  
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