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Basics of Industry 4.0

Prof. Eng. Frantisek Zezulka, PhD
Faculty of Electrical Engineering and Communication, Department of Control and
Instrumentation, Brno University of Technology, Brno, Czech Republic

The lecture deals with fundamental ideas, goals, requirements, and corresponding principles and
technologies to enable solving the goals of the 4™ industrial revolution. The presentation discusses
the keywords strongly connected with the fundaments of Industry 4.0, including the following items:
digitalization, virtualization, Cyber physical systems (CPS), factory of the Future, standardization,
open communication, Internet of Things (loT) and Industrial Internet of Things (lloT), cooperation,
functional safety, cyber security, cloud and edge computing, modelling of the all production supply
chain, top and shop floors.

These keywords will be associated to theoretical basis of Industry 4.0 and information and
communication technology, which are to fulfil design and implementation of new production
principles and their physical realization in factories of the future. The theoretical implementation
basis goes out from: Reference Architecture Model of the Industry 4.0 (RAMI 4.0), new business
models, models developed from the RAMI 4.0 (first one is the Industry 4.0 Component Model),
Unified Modelling Language (UML), Open Platform Communication — Unified Architecture (OPC UA),
Time Sensitive Networks (TSN), big data and big data processing, Asset Administration Shell (AAS),
Digital Twins.

Author’s aim is to enable interested colleagues from industrial as well as academic community to find
the proper way how to be in the main development and implementation stream of technologies and
knowledges for design, realization, commissioning, maintenance and supervision of factories of the
future.

At last but not least, the contribution will refer of outputs from ad hoc audits in industrial factories in
the South Moravia region with a goal of evaluation of their ability to implement the Industry 4.0
principles, procedures and technologies.

In the end of the contribution listeners will be acquainted with goals and technologies of one
cooperation international project among German and Czech SMEs and University Research Centers.
The project calls Digital representation of Assets as a configurable AAS for OT and IT production
systems (RACAS) and deals with development and implementation of a framework for an according
customer dependent configurable implementation of AASs. Main challenge is that the AAS interact
conform and interoperable in the Industry 4.0 systems and can be widely adopted to the different
needs of the asset types. Configuration of the 14.0 components is one of the big challenges which are
to be done to succeed in any Industry 4.0 implementation and will be solved in this project.
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MATRIX CONVERTER TECHNOLOGY AND ITS APPLICATIONS

Professor Sedat Stinter studied at The University of Firat, Turkey.

He received a B.Sc. (First Class) in Electrical Engineering in 1986 and subsequently
MSc in 1989. From 1988 to 1991 he worked as a Research Assistant at The
University of Firat involved in teaching and research in power electronic systems.
He received a scholarship from Turkish Government for PhD study abroad in 1991.
Consequently, He was accepted by The University of Nottingham, UK and received
‘ " his PhD in Electrical and Electronic Engineering in the area of power electronic
systems in 1995. Since 1995 he has been a Lecturer in Power Electronics at the University of Firat,
Turkey. He has been promoted to Associate Professor in 2000 and received full Professor of Power
Electronics at Firat University in July 2006. He has been in UK as visiting professor for three months in
2013. In literature, an algorithm on Matrix Converters has been referred to his name as “Sunter-Clare
Algorithm”. He was vice Dean of the Faculty of Engineering in Firat University between 2004 and
2007. Since 2014, Professor Siinter is Head of The International Office in Firat University. He is also
Institutional Coordinator of Erasmus+ Program. His research interests are: Power electronic
converters and modulation strategies, matrix converters, resonant converters, variable speed drive
systems, renewable and energy. Professor Siinter has a number of papers published in various
journals and conference proceedings.

Matrix converter can achieve the ac-ac conversion without needing a dc link since it performs the
conversion directly from ac to ac. In addition, multiphase matrix converters have a sinusoidal input
current and output voltage waveforms with adjustable amplitude and frequency. The converter
structure has bi-directional power switches which provide regenerative operation of the motor.
These converters have drawn the interest of the researchers due to several desirable characteristics,
including fast dynamic, high power/volume ratio, inherent capability of four-quadrant operation and
low harmonic contents. General types of matrix converters and their modulation and control
algorithms will be presented with input and output waveformes.

The main application of the matrix converter is variable speed induction motor drive systems.
However, the converter can be used in variable speed wind turbine generation systems as well by
replacing the conventional back-to-back converters. In this case, the power flow can be provided in
single stage without requiring any dc link by placing the matrix converter between the rotor windings
of DFIG and the utility power lines. Moreover, both synchronous and subsynchronous operations are
allowed. Some simulation and experimental results for both applications will also be presented.
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TERMINOLOGY OF INDUSTRY 4.0

PETR MARCON, FRANTISEK ZEZULKA, ZDENEK BRADAC

Abstract: Industry 4.0 is sat to be a fourth industrial and scientific — technologic
revolution. However, due to the recent development, it will be more very sophistic and very
rapid evolution of scientific — technological background of existing and recent state of the
art of existing industrial production, organization of work, new business models and
business praxis in high-developed countries all over the world. The benefit of the Industry
4.0 to the existing technological development is not only in new IT technologies, but also in
the organization of work in a massive implementation of new materials, life cycle
management, and quality of work, safety and security features of industrial, technological
and other production. Paper deals with terminology, which is necessary for understanding
of goals, procedures, aspects and implementation of Industry 4.0 principle. Paper
introduces in technologies, aspects, habits, sources, standards and theories and their

application in a systematics and standardized way.

Key words: cyber physical system, digitalization, Industry 4.0, RAMI model

1. Introduction

When the Industry 4.0 (14.0) system of
production are to be successfully implemented and
are to bring expected and asked support in
concurrency with economies without 14.0 features,
it is necessary to understand, enhance, implement
and integrate into modern enterprises of the future
following technologies, aspects, habits, sources,
standards and theories, their application and some
others in a systematics and standardized way. Let us
introduce you in the background terminology of the
14.0, hence in such terms and their content as
Digitization, OPC UA, UML, RFID, Cloud and
edge computing and control, Cyber - physical
systems, Vertical and horizontal integration of
control, IEC 62443, IEC 62264/IEC 61512, IEC
62890, and Standards for 14.0 in preparation.

Authors are persuade that the first step in
14.0 future is a good understanding of the 14.0
process, state of the art of initial 14.0 ideas and
following the step by step development works in
correction of initial ideas and in standardization
activities of the most appropriate procedures of the
14.0 systems implementation. Let us know to begin
with short specification of above mentioned areas,
their contents and description.

2. Industry 4.0 terminology

The following subchapters describes the
basic terminology of 14.0.

2.1. Industry 4.0

Industry 4.0 are all activities related to new
style of industrial production in smart future
factories. It is said to be the 4™ technical revolution.
However, in the reality, the 14.0 is a very rapid
evolution in many aspects of human style of living,
particularly in activities connected with industrial
production.

In the Europe, the Internet of Things (IoT)
is sorted into the CloT (Commercial Internet of
Things) and the IloT (Industrial Internet of Things).
The CloT abbreviation is not frequently used and
the IoT is used for Internet of whichever things. But
in the United States of America technical
terminology, the IoT represents the all issue which
are in the Europe covered by the 14.0 activities [1],

[2].

2.2. Digitalization

Digitalization is the process of converting
information into a digital (i.e. computer-readable)
format, in which the information is organized into
bits. The result is the representation of an object,
image, sound, document or signal (usually an
analog signal) by generating a series of numbers
that describe a discrete set of its points or samples.
The result is called digital representation or, more
specifically, a digital image, for the object, and
digital form, for the signal. In modern practice, the
digitized data is in the form of binary numbers,
which facilitate computer processing and other
operations, but, strictly speaking, digitizing simply
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means the conversion of analog source material into
a numerical format; the decimal or any other
number system that can be used instead [3,4].

From the 14.0 point of view, digitalization is
the crucial topic. Digitalization of process variables,
market and economy of industrial production has
been started evolutionary thanks to digital control
systems (PLC, DCS, embedded control systems,
information and IT technologies, economy of
production — MES and ERP system). In the new
generation of industrial production, digitalization of
information appears in the whole human activities.
Therefore, it is also very important for new
production and market models and production.

The 14.0 initial principle and idea goes out
from very comprehensive digitalization of data from
the whole production chain. It is non
systematically provided already in the existing
production. The digitalization for the future fabric
needs to be not only comprehensive more than the
existing one, but it has to be provided in the
systematic way to be used in the most appropriate
way when it is needed, in the real time and without
failure, non- correct interpretation and should be
obtained (measured) only one time for more
applications and use. A good example how to
realize such a goal is in implementation existing and
future generation of MESs (Manufacturing
Execution System) and ERP systems.

2.3. OPC Unified Architecture (OPC UA)

The OPC UA is a machine-to-machine
communication protocol for industrial automation
developed by the OPC Foundation. Shortly OPC
UA is an open standardized SW interface on highest
communication levels in production control
systems.

The Foundation's goal for OPC-UA was to
provide a path forward from the original OPC
communications model (namely the Microsoft
Windows-only process exchange COM/DCOM)
that would better meet the emerging needs of
industrial automation. The original OPC is named
OLE for Process Control, whereas OLE is Object
Linking and Embedding. The original OPC is
applied in different technologies such as in building
automation, discrete manufacturing, process control
and many others and is no more intended for the
Microsoft Windows OS only, but it enables to
include other data transportation technologies
including Microsoft's .NET Framework, XML, and
even the OPC Foundation's binary-encoded TCP
format [5].

-3

On the other hand the OPC UA differs
significantly from its predecessor, Open Platform
Communications (OPC). OPC UA better meets the
emerging needs of industrial automation [1].

OPC UA
characteristics are:

shows distinguishing

*Focus on communicating with industrial
equipment and systems for data collection and
control.

* Open - freely available and implementable without
restrictions or fees.

* Cross-platform - not tied to one operating system
or programming language.

* Service-oriented architecture (SOA).
* Robust security.

* Integral information model, which is the
foundation of the infrastructure necessary for
information integration where vendors and
organizations can model their complex data into an
OPC UA namespace take advantage of the rich
service-oriented architecture of OPC UA. There are
over 35 collaborations with the OPC Foundation
currently. Key industries include pharmaceutical,
oil and gas, building automation, industrial robotics,
security, manufacturing and process control [5].

Even for above mentioned features, OPC
UA is very convenient for the Industry 4.0
information and communication infrastructure. It
enables free, open, rapid, safety and security and at
least soft real — time communication.

The first version of the Unified Architecture
was released in 2006. The current version of the
specification is on 1.03 (10 Oct 2015). The new
version of OPC UA now has added
publish/subscribe in addition to the client/server
communications infrastructure [5].

2.4. UML

The Unified Modeling Language (UML) is
a general-purpose, developmental, modeling
language in the field of software engineering, that is
intended to provide a standard way to visualize the
design of a system. In 1997 UML was adopted as a
standard by the Object Management Group (OMG),
and has been managed by this organization ever
since. In 2005 UML was also published by the
International Organization for Standardization
(ISO) as an approved ISO standard [6]. Since then
the standard has been periodically revised to cover
the latest revision of UML [3]. It is originally based
on the notations of the Booch method, the object-



modeling technique (OMT) and object-oriented
software engineering (OOSE), which it has
integrated into a single language [4], [7], [8].

UML is not a development method by
itself; however, it was designed to be compatible
with the leading object-oriented software
development methods of its time, for example
OMT, Booch method, Objectory and especially
RUP that it was originally intended to be used with
when work began at Rational Software [7].

It is important to distinguish between the
UML model and the set of diagrams of a system. A
diagram is a partial graphic representation of a
system's model. The set of diagrams need not
completely cover the model and deleting a diagram
does not change the model. The model may also
contain documentation that drives the model
elements and diagrams (such as written use cases)

[8].
There are many type of diagrams sorted in:

Structural UML diagrams: Class diagram,
Component diagram, Composite structure diagram,
Deployment diagram, Object diagram, Package
diagram, Profile diagram.

Behavioural UML diagrams: Activity diagram,
Communication diagram, Interaction overview
diagram, Sequence diagram, State diagram, Timing
diagram, Use case diagram.

In UML, one of the key tools for behaviour
modelling is the use-case model, caused by OOSE.
Use cases are a way of specifying required usages
of a system. Typically, they are used to capture the
requirements of a system, that is, what a system is
supposed to do. Simply, the Use case diagram —
shows possible kinds of the use, it serves to the
specification of users requirements in the analytical
period of a system design [7], [8].

2.5. RFID [6]

Radio-frequency identification (RFID) uses
electromagnetic fields to automatically identify and
track tags attached to objects. The tags contain
electronically stored information. Passive tags
collect energy from a nearby RFID reader's
interrogating radio waves. Active tags have a local
power source (such as a battery) and may operate
hundreds of meters from the RFID reader. Unlike a
barcode, the tag need not be within the line of sight
of the reader, so it may be embedded in the tracked
object. RFID is one method for Automatic
Identification and Data Capture (AIDC) [1].
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RFID tags are used in many industries, for
example, an RFID tag attached to an automobile
during production can be used to track its progress
through  the assembly line; RFID-tagged
pharmaceuticals can be tracked through
warehouses; and implanting RFID microchips in
livestock and pets allows for positive identification
of animals.

Since RFID tags can be attached to cash,
clothing, and possessions, or implanted in animals
and people, the possibility of reading personally-
linked information without consent has raised
serious privacy concerns [6]. These concerns
resulted in standard specifications development
addressing privacy and security issues. ISO/IEC
18000 and ISO/IEC 29167 wuse on-chip
cryptography methods for untraceability, tag and
reader authentication, and over-the-air privacy.
ISO/IEC 20248 specifies a digital signature data
structure for RFID and barcodes providing data,
source and read method authenticity. This work is
done within ISO/IEC JTC 1/SC 31 Automatic
identification and data capture techniques. Tags can
also be used in shops to expedite checkout, and to
prevent theft by customers and employees.

In 2014, the world RFID market was worth
US$8.89 billion, up from US$7.77 billion in 2013
and US$6.96 billion in 2012. This figure includes
tags, readers, and software/services for RFID cards,
labels, fobs, and all other form factors. The market
value is expected to rise to US$18.68 billion by
2026, [6].

In the Industry 4.0 environment the RFID
chips will create very important information
storages and very decentralized control elements.
The Asset Administration Shell (AAS), the crucial
element of the future industrial production, will be
in many applications placed in a RFID chip. The
RFID chip enables not only to carry initial
information about what should be done with the
production component, but it can carry the all
information of the component during the whole
production time.

2.6. Cloud and edge computing and control

Cloud computing is an information
technology (IT) paradigm that enables ubiquitous
access to shared pools of configurable system
resources and higher-level services that can be
rapidly provisioned with minimal management
effort, often over the Internet. Cloud computing
relies on sharing of resources to achieve coherence
and economies of scale, similar to a public utility

[6].
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Third-party clouds enable organizations to
focus on their core businesses instead of expending
resources on computer infrastructure and
maintenance [1]. Advocates note that cloud
computing allows companies to avoid or minimize
up-front IT infrastructure costs. Proponents also
claim that cloud computing allows enterprises to get
their applications up and running faster, with
improved manageability and less maintenance, and
that it enables IT teams to more rapidly adjust
resources to meet fluctuating and unpredictable
demand [1-3]. Cloud providers typically use a "pay-
as-you-go" model, which can lead to unexpected
operating expenses if administrators are not
familiarized with cloud-pricing models [4].

Since the launch of Amazon EC2 in 2006,
the availability of high-capacity networks, low-cost
computers and storage devices as well as the
widespread adoption of hardware virtualization,
service-oriented architecture, and autonomic and
utility computing has led to growth in cloud
computing.

Edge computing is a way how to remove
delay and overload of communication infrastructure
in Industry 4.0 factories of future. It is clear, after 2
— 3 years history of first I 4.0 case studies, that
Industry 4.0 components will not be mostly
equipped by very powerful distributed computer
systems (situated in AASs), as it was expected by
the initial ideas of the Industry 4.0 infrastructure. It
seems to be more efficient to provide computing for
production purposes on the edge among physical
and virtual domains (in a fog). The edge computing
will be provided on the level of servers (private or
public) and only one part of computing will be done
in clouds.

2.7. Cyber - physical systems

A cyber-physical (also styled cyber
physical) system (CPS) is a mechanism that is
controlled or monitored by computer-based
algorithms, tightly integrated with the Internet and
its users. In cyber-physical systems, physical and
software components are deeply intertwined, each
operating on different spatial and temporal scales,
exhibiting multiple and distinct behavioural
modalities, and interacting with each other in a
myriad of ways that change with context [1].
Examples of CPS include smart grid, autonomous
automobile systems, medical monitoring, process
control systems, robotics systems, and automatic
pilot avionics [6], [10].

CPS involves transdisciplinary approaches,
merging theory of cybernetics, mechatronics, design
and process science [3],[11] The process control is

-5

often referred to as embedded systems. In
embedded systems, the emphasis tends to be more
on the computational elements, and less on an
intense link between the computational and physical
elements. CPS is also similar to the Internet of
Things (IoT), sharing the same basic architecture;
nevertheless, CPS presents a higher combination
and  coordination between  physical and
computational elements [6].

Precursors of cyber-physical systems can be
found in areas as diverse as aerospace, automotive,
chemical processes, civil infrastructure, energy,
healthcare, manufacturing, transportation,
entertainment, and consumer appliances [6].

Unlike more traditional embedded systems,
a full-fledged CPS is typically designed as a
network of interacting elements with physical input
and output instead of as standalone devices [7]. The
notion is closely tied to concepts of robotics and
sensor networks with intelligence mechanisms
proper of computational intelligence leading the
pathway. Ongoing advances in science and
engineering will improve the link between
computational and physical elements by means of
intelligent mechanisms, dramatically increasing the
adaptability, autonomy, efficiency, functionality,
reliability, safety, and usability of cyber-physical
systems.[8] This will broaden the potential of cyber-
physical systems in several dimensions, including:
intervention (e.g., collision avoidance); precision
(e.g., robotic surgery and nano-level
manufacturing); operation in dangerous or
inaccessible environments (e.g., search and rescue,
firefighting, and deep-sea exploration; coordination
(e.g., air traffic control, war fighting); efficiency
(e.g., zero-net energy buildings); and augmentation
of human capabilities (e.g., healthcare monitoring
and delivery) [5].

2.8. Vertical and horizontal integration of

control
2.8.1. Vertical integration (VI)
In microeconomics and management,

vertical integration is an arrangement in which the
supply chain of a company is owned by that
company [12]. Usually each member of the supply
chain produces a different product or (market-
specific) service, and the products combine to
satisfy a common need. It is contrasted with
horizontal integration, wherein a company produces
several items which are related to one another.
Vertical integration has also described management
styles that bring large portions of the supply chain
not only under a common ownership, but also into
one corporation (as in the 1920s when the Ford



River Rouge Complex began making much of its
own steel rather than buying it from suppliers) [12].

Vertical integration and expansion is
desired because it secures the supplies needed by
the firm to produce its product and the market
needed to sell the product. Vertical integration and
expansion can become undesirable when its actions
become anti-competitive and impede free
competition in an open marketplace. Vertical
integration is one method of avoiding the hold-up
problem. A monopoly produced through vertical
integration is called a "vertical monopoly".

2.8.2. Horizontal Integration (HI)

HI is the process of a company increasing
production of goods or services at the same part of
the supply chain. A company may do this via
internal expansion, acquisition or merger [1], [3],

[6].

The process can lead to monopoly if a
company captures the vast majority of the market
for that product or service [3].

Horizontal integration contrasts with
vertical integration, where companies integrate
multiple stages of production of a small number of
production units.

Benefits of horizontal integration to both
the firm and society may include economies of scale
and economies of scope. For the firm, horizontal
integration may provide a strengthened presence in
the reference market. It may also allow the
horizontally integrated firm to engage in monopoly
pricing, which is disadvantageous to society as a
whole and which may cause regulators to ban or
constrain horizontal integration [13].

2.9. Standards for 14.0

IEC 62264 is an international standard for
enterprise-control system integration. This standard
is based upon ANSI/ISA-95.

ANSI/ISA-95, or ISA-95 as it is more
commonly referred, is an international standard
from the International Society of Automation for
developing an automated interface between
enterprise and control systems. This standard has
been developed for global manufacturers. It was
developed to be applied in all industries, and in all
sorts of processes, like batch processes, continuous
and repetitive processes.

The objectives of ISA-95 are to provide
consistent terminology that is a foundation for
supplier and manufacturer communications provide
consistent information models, and to provide

consistent operations models which is a foundation
for clarifying application functionality and how
information is to be used [1], [6], [14],

ANSI/ISA-95.00.01-2000, Enterprise-
Control System Integration Part 1: Models and
Terminology consists of standard terminology and
object models, which can be used to decide which
information, should be exchanged.

3. Conclusion

Paper brings a short comprehensive
overview of terminology and specification of basic
items concerned and available links among them to
enable specialists from industry to understand what
is for implementation of I 4.0 principles necessary.
Author are persuade that the first step in Industry
4.0 implementation should be done in a very good
understanding of I 4.0 terminology That’s why the
paper utilizes many information sources including
internet accessible papers and vocabularies and use
them as modules in the engineering construction of
the paper. Authors believe, that such a papers are in
time of starting phases of Industry 4.0 principles,
technologies, procedures implementation the most
useful for the consequent development and
implementation 14.0 principles into industrial
praxis.
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TECHNICAL AND THEORETICAL BASIS OF
INDUSTRY 4.0 IMPLEMENTATION

ZDENEK BRADAC, FRANTISEK ZEZULKA, PETR MARCON

Abstract: This paper uses specified terminology to explain theoretical bases of the Industry
4.0 (14.0). Consequently, paper deals with both the RAMI and the 14.0 component models,
which create a theoretical basis of 14.0 principles and their implementation in case studies
and next in their implementation into the industrial praxis. Paper uses the German way to
develop and implement 14.0 principles into different case studies. Paper’s topics give stress
on communication systems of the 14.0 and specifies IoT for 14.0 purposes. It deals also with
the most recent communication system for purposes of all control levels and makes
attention to Time Sensitive Networks. The last part of the paper is an introduction of the
creation of the “electronic rucksack”, hence the Asset Administration Shell (AAS). Authors
introduces readers in this crucial non — simple topic which enables virtualization and

modeling of the all production chain.

Keywords: Asset Administration Shell, [IoT, Industry 4.0, RAMI, TSN

1. Introduction

The Industry 4.0 (I4.0) begins and ends
with very huge communication activity among
components of the production. It is enabled with
already existing communication and digitization of
information. However, the 14.0 will need still
greater information flow then it needs existing state
of the art of the industrial production. Next,
digitalization and communication have to be more
systemic, more rapid, more ordered, more
cooperative, more economic. The technical
background for it is in recent development of
already existing digitalization of information from
controlled process, cyber physical-systems and
information from the all-technical — economical —
marketing chain. Have a look in up to date systems,
which will enable this development, hence the TSN,
IIoT, RAMI model, 14.0 component model and
particularly into the crucial 14.0 item, the Asset
Administration Shell (AAS).

2. Communication systems for purposes of
Industry 4.0

This chapter deals with the Industrial
Internet of Things and Time Sensitive Networking.

2.1. The Industrial Internet of Things (IloT)

The Internet of things (IoT) is the network
of physical devices, vehicles, home appliances and
other items embedded with electronics, software,
sensors, actuators, and connectivity, which enables
these objects to connect and exchange data. Each

thing is uniquely identifiable through its embedded
computing system but is able to inter-operate within
the existing Internet infrastructure. [1-4].

Experts estimate that the IoT will consist of
about 30 billion objects by 2020 [5]. It is also
estimated that the global market value of IoT will
reach $7.1 trillion by 2020 [6].

The IoT allows objects to be sensed or
controlled remotely across existing network
infrastructure, creating opportunities for more direct
integration of the physical world into computer-
based systems, and resulting in improved efficiency,
accuracy and economic benefit in addition to
reduced human intervention.

When IoT is augmented with sensors and
actuators, the technology becomes an instance of
the more general class of cyber-physical systems,
which also encompasses technologies such as smart
grids, virtual power plants, smart homes, intelligent
transportation and smart cities.

"Things," in the IoT sense, can refer to a
wide variety of devices such as heart monitoring
implants, biochip transponders on farm animals,
cameras streaming live feeds of wild animals in
coastal waters, automobiles with built-in sensors,
DNA analysis devices for environmental, food,
pathogen monitoring or field operation devices that
assist firefighters in search and rescue operations
[7-9]. Legal scholars suggest regarding "things" as
an "inextricable mixture of hardware, software, data
and service" [10].
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These devices collect useful data with the
help of various existing technologies and then
autonomously flow the data between other devices.

It is useful to separate [oT into two systems.
The CloT (Commercial IoT) and the IloT
(Industrial IoT). The two systems differ in
performance and in applications. While the CloTs
give less stress to the hard real time
communication, the IIoT enables communication in
near real time parameters. Next the CloT is
performed to be a standard commercial
homogenous Ethernet based networks, the IIoT is
based on heterogeneous industrial networks based
on industrial Ethernet standards. Therefore, in the
IIoT networks has to be solved gateways among
different communication protocols. It deals with
strongly oriented issues — application of internet
technologies and networks in industry and for
purposes of information exchange among
components of industrial production.

The commercial CIoT are intended for more
commercial issues and activities such as Smart
Building, Smart home, Infotainment Systems,
Connected Cars, Smart TV and utilize for
connection purposes cloud and big data as well as
homogenous TCP/IP networks. The IIoT on the
other hand are used for communication in Smart
Grids, Smart Cities, Smart Factories, in the all
activities of the I4.0 and wuses heterogeneous
Industrial Ethernet as well as the industrial
Fieldbuses and lower industrial networks and
protocols.

2.2. Time-Sensitive Networking

The Time-Sensitive Networking (TSN) is a
set of standards under development by the Time-
Sensitive Networking task group of the IEEE 802.1
working group [1]. The TSN task group was formed
at November 2012 by renaming the existing Audio /
Video Bridging Task Group (see [11]) and
continuing its work. The name changed because of
extension of the working area of the standardization
group. The standards define mechanisms for the
time-sensitive transmission of data over Ethernet
networks.

The majority of projects define extensions
to the IEEE 802.1Q — Virtual LANs [3]. These
extensions in particular address the transmission of
very low transmission latency and high availability.
Possible applications include converged networks
with real time Audio/Video Streaming and real-time
control streams, which are used in automotive or
industrial control facilities.

Work is also currently being carried out in
AVnu Alliance's specially created Industrial group
to define Compliance &  Interoperability
requirements for TSN networked elements [11].

-9

Time sensitive networks are to be general
communication tools for communication in the 14.0
environment. They have to fulfill real time
requirements on the larger process area then do that
industrial Ethernet standards (IE) such as Profinet,
PowerLink, Ethernet/IP, EtherCAT and other IEC
61588 standards for real time communication
among control systems, operator level, sensors and
actuators in the industrial automation systems. The
TSN are under development, but the success of the
14.0 implementation is dependent on their
standardization. A close cooperation of IEC 61588
standards and development of the standardization
process of TSNs is expected. The reason of the TSN
topic stems from importance of real — time topic in
the Industry 4.0 production, which differs from the
existing industrial communication networks in the
huge amount of links, entities, data, conditions,
distances, heterogeneity of components and
business models in smart factories of the future.

3. Models of Industry 4.0 principles,
procedures, technologies

The following subchapters describe two 14.0
models, namely RAMI 4.0 and 14.0 component
model.

3.1. Industry 4.0: RAMI 4.0

The Authors of the RAMI 4.0 (Reference
Architecture Model Industry 4.0) model are
BITCOM, VDMA and ZVEIL They decided to
develop a 3D model because the model should
represent all different manually interconnected
features of the technical — economical properties.
The model SGAM, which was developed for
purposes of communication in networks of
renewable energy sources, seemed to be as an
appropriate model for the Industry 4.0 applications
as well. The RAMI 4.0 is a small modification of
the SGAM (Smart Grid Architecture Model).

Layers

Business
Functional
Information
Communication
Integration

Asset

Fig. 1. RAMI 4.0 model

Because into the SGAM as well as into the
RAMI 4.0 enter approximately 15 industrial



branches, the RAMI 4.0 model enables looks from
different aspects. That’s why layers in the vertical
axis represent the look from different aspects (a
look from the market aspect, a look from a
perspective of functions, information,
communication, a look from an integration ability
of the components) [1], [12].

Very important criterion in the modern
engineering is the product life cycle with the value
stream, which it contains. The left — hand horizontal
axis displays this feature. There are expressed e.g.
constant data acquisition throughout the life cycle.
Even the totally  digitization of the whole
development — market chain offers great potential
for improvement of products, machines, and other
layers of the 14.0 architecture throw-out the all life
cycle. This look corresponds well with the IEC
62890 draft standard.

The next model axis (right in the horizontal
level) describes function position of the components
in the 14.0. In this axis, there is specified the
functionality of the components, no any
specification for implementation but the function
assignment only. The axis respects both IEC 6224
and the 61512 standards. However, the IEC 6224
and the 61512 standards are intended for
specification of components in a position in one
enterprise or works unit only. Therefore, the highest
level in the axis horizontal right is the connected
world.

3.2. Industry 4.0: Component Model

The second very important model for
purposes of the 14.0 that has been developed by
BITCOM, VDMA and ZVEI during the last year is
the 14.0 components model (see Fig.2). It is
intended to help producers and system integrators to
create HW and SW components for the 14.0. It is
the first and the only (in July 2016) specific model
which goes out from the RAMI 4.0 model.

It enables better description of cyber —
physical features and enables description of
communication among virtual and cyber — physical
objects and processes. The HW and SW
components of future production will be able to
fulfil requested tasks by means of implemented
features specified in the 14.0 components model.

The most important feature is the
communication ability among the virtual objects
and processes with real object and processes of
production while this model specifies the conform
communication. Physical realization of it is that any
component of the 14.0 system takes an electronic
container (shell) of secured data during the all life
cycle. The data are available to all entities of the
technical — production chain.
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Not an 14.0 component Thing, e.g.
Machine*

[

Example of 14.0 components

Administration shell Administration shell

(Unknown) Things

{Ananymous)
(Indvidually
Known)
Entity

Thing, e.g.
B Machine™

Thing, e.g.
© Terminal block™

Administration shell Administration shell

Thing, e.g.
Standart software*

Thing, e.g.
I Eletrical axis®™

*=|nterference/ data format
14.0- compilant

(Higher level system provides
access to administration shell )

(Thing provides access to
Administartion shell )

14.0- compliant communication

Fig. 2. Industry 4.0 components model [14]

Therefore this model goes out from a
standardized, secure and safety real time
communication of all components of production.
The electronic container (shell) of data and the all
Industry 4.0 component model is specified in the
Fig.3 [14]. The main important part of 4.0
components is the AAS, see the Fig. 3.

4. Asset Administration Shell

The most important development has been
done in specification of the Asset Administration
Shell (AAS). The AAS is the crucial item in the all
Industry 4.0 idea. It creates an interface between the
physical and virtual production steps. AAS is a
virtual digital and active representation of an 14.0
component in the 4.0 system [15,16].

Views

4

APls

4

Vet

Submodel 1

DF Header

exrrrrra
e
E=s——
e
Lm0 e
elektr, axis ¢

Submadel 2

.
[ ... ]
s
Submodel 3

Different, complementary
‘ data formats
Runtime data

(from the asset)

Fig. 3. Asset Administration Shell [6]

Strict, coherent
format

Any component of production in the 14.0
environment has to have an administrative shell.
The structure of the AAS has to fulfill requirements
of different aspects of production and has to enable
functionality of 14.0 components from all basic
perspective: market, construction, power, function,
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positioning, security, communication ability,
understandability.

The AAS is composed from a body and a
header. The header contains identifying details
regarding the asset administration shell and the
represented asset. The body contains a certain
number of submodels for an asset-specific
characterization of the asset administration shell [6].

As it can be seen in the Fig. 3, the AAS is
made of a series of submodels. These represent
different aspects of the asset concerned. For
example, they may contain a description relating to
safety or security, but could also outline various
process capabilities such as drilling or installation.
Possible submodels of an AAS are pictured in the

Fig. 4.

Administration Shell
IEC TR 62794 & IEC 62832 Digital factory
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Identification ISO 29005 or URI unique ID
Communication | IEC 61784 Fieldbus profiles
IEC 61360/ISO13584 Standard data
elem.
Engineering IEC 61987 Data sturctures and
elements
Ecl@ss Database with product classes
Conficuration 1IEC 61804 EDDL
ontiguration | 1pc 62453 FDT
EN ISO 13849
EN/IEC 61508 Functional safety
discrete
Shitsly (SHIL) EN/IEC 61511 Functional safety
process
EN/IEC 62061 Safety of machinery
. IEC 62443 Network and system
Security .
security
Lifecycle status | IEC 62890 Lifecycle
Energy
sy ISO/IEC 20140-5
Con(.htl(.)n VDMA 24582 Condition monitoring
monitoring
B eriales @ Drllllng, Mllllng? Deep 'drgwmg,
A Clamp;ng, Weldlng, Palntl.ng,.
Mounting, Inspecting, Validating ...

Fig. 4. Possible submodels of an asset
administration shell [16]

The aim is that to standardize only one
submodel for each aspect. Thus it will be possible to
search for e.g. a welding machine with searching for
an AAS containing “welding” with appropriate
properties. Second submodel in the example e.g.
“energy efficiency” could ensure that the welding

stand can be able to save electricity when it is not in
operation mode.

Each submodel contains a structured
quantity of properties that can refer to data snd
functions. A standardized format based on IEC
61360 is required for the properties. Data and

functions may be available in various,
complementary formats.
The properties of all the submodels

therefore result in a constantly readable directory of
the key information or, as it were, the Manifest of
the asset administration shell and thus of the 14.0
components. To enable binding semantics, asset
administration shells, assets, submodels and
properties must be clearly identified. Permited
global identifiers are ISO 29002 — 5 (e.g. eCl@ss
and IEC Common Data Directionaries) and URIs
(Unique Resource Identifiers, e.g. for ontologies).

Next Fig. 5 [16] shows how an interaction
pattern is directed towards the domain specific
submodels in the asset administration shell. It is
shown on a possible example from a discrete
manufacturing process.

>>|s a manufacturing proess | Drilling possible, having work piece dimension £50x300mm

,a corediameterof <2mm | ,a Materidl V2A steel |, taking processing time <2sec ?<<

Administration Shell, exemplary

oo TTTTTe eI oo TTTmT T T m e e
C Submodel 1 [ Submodel i
i1, Diskrete | i+, Drilling* |
I ) . i I

c manufacturing proces 1 C 1
: P i
1 1 1 1
: XAB132- Processing time [sec] : : \ XAC324- Core diameter [mm] ‘ :
E 1 L 1
: XAAT23-work piece dimen. [mm?] : : ‘ XADT65- Materials [0..%] :
i P :
: } P i
I f I f
' ] L ]
L T T T ] bccccccccccccccccc e

Fig. 5. Interaction pattern directed towards the
domain — specific submodels in the AAS [16]

According the language for Industry 4.0 the
Fig. 6 shows an approach to this idem from the sub-
working standardization group [16]:

140- Component A / 140- Component B \
Administration shell Administration shell
Generic
140- Interaction Interaction patterns *W
manager Lk manager
Basic Ontology

‘ { Basic Ontology

Component manager Compaonent manager
o self description
(Manifest)

*  contracts

‘ - * negotiations

| Submodels ‘ .

l .
N

robot control
. Port

D

- 7

—

component control

Fig. 6. An approach to the topic * languages of
14.0”



For such purposes is by any component of |
4.0 one interaction mamager, which is responsible
of processing of interaction patterns in the network.
A domain — independent basic ontology safeguards
the connection with the domain - specific
submodels in the AAS.

5. Conclusion

Paper goes out from the contribution
Marcon P., Zezulka F., Bradac Z.: Terminology of
Industry 4.0, Proc. of TechSys 2018, Plovdiv 2018
[17] and uses specified terminology to explain
theoretical bases of the 14.0.

Paper’s topics give stress on
communication systems of the 14.0 and specifies
IoT for I 4.0 purposes. It deals also with the most up
to date communication system for purposes of all
control levels and make attention to Time Sensitive
Networks.

Consequently, paper deals with both the
RAMI and the 14.0 component models, which
create a theoretical basis of 14.0 principles and their
implementation in case studies and next in their
implementation into the industrial praxis. Paper
uses the German way to develop and implement
14.0 principles into different case studies.
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RESOURCE ALLOCATION BY PORTFOLIO
OPTIMIZATION

KRASIMIRA STOILOVA, TODOR STOILOV, MIROSLAV VLADIMIROV

Abstract: An optimal allocation of financial resources based on the Portfolio theory is
worked out. Standard portfolio optimization problem is defined and solved on the base of
statistical data of four financial indices, available at the Bulgarian stock exchange. The
optimization problem of linear-quadratic programming is solved for different values of the
coefficient, formalizing the investor’s preferences for having risk during the investment
process. Assessments and comparisons of the investment solutions are presented. Graphical
illustrations of the problems’ solutions are given.

Key words: Portfolio theory, investments, optimization

1. Introduction

The allocation of investments for a set of
financial assets (securities, bounds), bought or
sold from the stock exchange is a practical task,
which is a current activity for many investors.
The investor’ goal is to invest today capital in
financial assets in order to obtain later return by
selling their assets. Each asset for the investor has
a potential for future income. The set of securities
is called “portfolio”. The investor wants to know
which is the best combination of the securities in
the portfolio in order to receive better return. It
means that there are different opportunities to
allocate the investments for a set of financial
assets, bought from the stock exchange. Which
asset to be chosen and what amount of them to be
bought concerns the decision making of the
investor. A formal model for supporting such
decision making is the portfolio theory [1]. The
formalization of the portfolio theory results in
definition and solution of a portfolio optimization
problem. It gives as solution the optimal
allocation of financial resources for trading
financial assets. For the investment process the
target is to maximize the return while the
investment risk has to be minimal [2,3,4,5]. The
problem of portfolio optimization targets the
optimal resource allocation in investment process
[5,7.,8].

2. Portfolio Optimization Problem

The analytical relations between the
portfolio risk V), portfolio return E, and the

values of the investment per type of assets x;
according to the portfolio theory are [5]

E, =Y Ex =E'x
- (1)

n n

V, =Y xx,cov(i,j)=x"cov(.)x (2)

j =l
where
E; - the average value of the return of asset i ;
E" =(E,....E,)" -avector with dimension 1 x n;

cov(i, j) —the covariation coefficient between the
assets i and j . The covariation is
calculated from available historical
statistical data for the returns of assets i
and j. The matrix cov(.) by definition is a
symmetric one, or cov(i, j)=cov(j, i).

Relation (1) is the quantitative evaluation of the
portfolio return. Relation (2) formalizes the
quantitative assessment of the portfolio risk. The
portfolio problem solutions x; , i=1,n determine the
relative amounts of the investment per security i .
The covariation is determined from previously
available statistical data of the returns of assets i
and j and it represents a symmetrical matrix:

cov(LLl) cov(1,2) cov(l,n)

cov(2,1) cov(2,2) cov(2,n)
ov(.) = :

cov(n,l) cov(n,2) cov(n,n)

nxn
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The components cov(ij) are evaluated from the

RV, R?,---,R™ and

RV,R,--,R™ for discrete time moments (1),

profits of assets i and j

(2),..., (N). The covariation’s component between
assets 7 and j is calculated as

1 [RY-ERY )+ RO -E)RY -E)+
cov(i, j)=— o ™
N{+(RY - E )R - E,)

where

E =L[RV 4+ R 4.4 V)]
N 1 1 1

1

1 Q)] 2) (N)
E.=F[Rj + R 4ot RV

J

are the average profits of the assets i and j for the
period 7 =[1,2,...., N]. Particularly, the value
cov(i,i) =z gives the variation of the return of

asset i. The portfolio theory defines the so called
standard optimization problem as [2]

min[le cov()x—oFE" x]
v 2 3)

x'1=1,

where cov(.) —is a symmetrical positively defined
square matrix n x n ,

E  -isa(nx 1) vector of the average profits of
the assets for the period of time 7 =[1,2....., N];
G -  is aparameter of the investor’s preferences

to undertake risk in the investment process.

1=|:, is a unity vector, n x 1;

The constraint of the optimization problem
presents the equation x, +x, +---+x, =1 , which is

a formalization of the assumption that the full
amount of the resources are devoted for the
investments. If the right side of the constraint is less
than 1, this means that all amount of the
investments are not effectively used. The
investment per different assets has to be performed
for the total amount of the available investment
resources, numerically presented as relative value of
1. The solutions x;, i=1,n give the relative values
of the investment, which are allocated for the assets
i, i=1,n.

The component of the goal function
V,=x"cov(.)x is the quantitative assessment of the
E,=E'x is the
quantitative value of the portfolio return. The goal
function of problem (3) targets the minimization of
the portfolio risk ¥, as well as the maximization of
its return E,. The parameter o formalizes the
investor’s ability to undertake risk and it has
numerical value in the range [0, + c0]. When o =0
the investor is very cautious (even coward) and his
main goal is to decrease the risk of the investment,
min[x” cov(.)x]. For the case o=+oo the investor

has forgotten the existence of risk in the
investments. His target is to obtain a maximal return
from the investment. For that case the relative
weight of the return in the goal function is most
weighted, and then the optimization problem has an
analytical form:

portfolio risk. The component

min[—oF" x]=max[E x] -

Thus, in the portfolio problem it is
introduced a new unknown parameter o, which
assesses the investor’s preferences for undertaking
risk in decision making. This parameter influences
the portfolio problem, making it a parametric one.
Respectively, for a new value of o, the portfolio
problem (3) has to be solved again. The trivial case
when o is not properly estimated the optimization
problem has to be solved for a set of o. For
practical reasons, the portfolio problem has to be
multiple solved with a set of values for the
coefficient of the investor’s preferenceso to
undertake risk.

The numerical assessment of o parameter
is a subjective task of the financial analyzer. This
coefficient strongly influences the definition and
respectively the solutions of the portfolio problem.
Respectively, o changes also the final investment
decision.

The portfolio theory uses the relation risk-
return V,=V,(E,) for the assessment of the
portfolio characteristics, which result from the
combinations of the assets, used in the portfolio.
The investors have to choose optimal portfolios
from this relation V,=V,(E,), which is titled
“efficiency frontier”. This “efficiency frontier” is
not evidently found. Points from this curve can be
found by solving the portfolio optimization problem
with different values of the parametero. The
“efficiency frontier” is evaluated point after point
according to the iterative numerical procedure:



1. An initial value of o for the investor’s
preferences is chosen, for instance o =0 . This
corresponds to investor who is far from risky
decisions.

2. The portfolio problem is solved with the stated
Lo}

min[%xT cov(.)x —oE" x]

x'x1=1
and the optimal solution x(c) is found.

3. Evaluation of the portfolio risk and portfolio
return according to (1) — (2):

V,=x"(o)cov()x' (o), E,=E'x(0).

These values give one point of the relation
V,=V,(E,) which belongs to the -efficiency

frontier.

4. New value 6,.,=0oqtA 1S chosen, where A is
determined by considerations for completeness
by considering the set of o = [0,+o]. Then, go
to point 2.

For each solution of the portfolio
optimization problem one point of the space
V,=V,(E,) , belonging to the curve of the

efficiency frontier is found, Fig.1.

{Tgﬂﬂﬁf

Fig.1. Efficiency frontier of the portfolio optimization

For practical cases of individual investor,
problem (1) is solved with a set of values ofo
according to the expert’s experience [9]. Having a
set of solutions x(o) the final value of o * for
that investor is empirically estimated, which gives
also the final optimal portfolio solution x(o *) as
well.

[-15

3. Assesment of Bulgarian financial
indices according to the Portfolio
theory

This research illustrate the application of
the portfolio theory for the Bulgarian stock
exchange. Currently, this market is assessed by
evaluation of four indices: SOFIX, BGBX40,
BGTR30 and BGREIT. This research assumes that
each index represents a particular security.
Applying the portfolio theory by definition and
solution of a portfolio optimization problem with
these securities will give information about which
part of the stock exchange is preferable for
investment.

For the definition of the portfolio problem it
is necessary to evaluate the correlations,
respectively the covariation matrix for these four
indices. For the evaluations of the covariation
matrix it has been used public data of the Bulgarian
stock exchange, available from [6]. Each of these
four indices, SOFIX, BGBX40, BGTR30 and
BGREIT, evaluated for the Bulgarian stock
exchange is calculated according to predefined rules
of usage of characteristics of established set of
securities. This research analyzes the behavior of
these indices and as a result it recommends to the
investors which part of the stock exchange, assessed
by the corresponding index is  preferable for
investment receiving better return. The statistical
data about the behavior of the four indices for a
period of one year are given in Table 1 [6]

Table 1 Statistical data of 4 Bulgarian indices

SOFIX | BGBX40 | BGTR30 | BGREIT

30.1.2018 | 712,73 138,23 571,59 115,41
29.12.2017 | 677,45 132 555,98 116,1
30.11.2017 | 665,03 130,49 547,89 113,99
31.10.2017 | 671,41 131,19 547,08 115,88
29.9.2017 | 688,11 134,34 559,26 114,88
31.8.2017 | 705,44 134,85 553,9 115,33
31.7.2017 | 715,21 135,52 548,7 115,01
30.6.2017 | 703,46 134,22 535,47 113,78
31.5.2017 | 661,23 130,61 516,72 111,12
28.4.2017 | 657,29 130,25 519,92 108,39
30.3.2017 | 633,04 124,9 502,24 108,78
28.2.2017 | 611,12 120,56 486,06 107,83
28.1.2017 610,1 117,72 471,76 107,61

The covariant matrix according to the financial data
is in the form
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SOFIX BGBX40 | BGTR30 | BGREIT Table 2 Portfolio optimization problem’s solutions
SOFIX cov(l,1) | cov(1,2) | cov(1,3) | cov(1,4) gg BG BG
BGBX40 | cov(2,1) | cov(2,2) | cov(2,3) | cov(2,4) c SOFIX | 40 | TR 30 |REIT |Risk Return
BGTR30 | cov(3,1) | cov(3,2) | cov(3,3) | cov(3.4) X1 X, X3 X4
BGREIT | cov(4,1) | cov(4,2) | cov(4,3) | cov(4,4) 0 0] 0 0 1 10,37| 112,62
0,1 0| O 0 1 10,37| 112,62
All the components of ‘Fhe cpvgriant ma‘Frb.( using 02| 0.0282] 0 0l 0.9718] 15.86] 12833
the data of the Bulgarian indices consisting the
portfolio are calculated. The covariant matrix 0.2510.0560| 0 0] 0.9439] 22.84] 143.85
according to Table 1 is 0,3]0,0839| 0 0| 09161 31,38| 159,38
0,35/ 0,1117] O 0| 0,8883 41,471174,90
Cov( = 04/0.1396| 0]  o| 0.8604] 53.12] 190.42
SOFIX | BGBX40 | BGTR30 | BGREIT | | 45/0,1952] o 0] 0.8047] 81,06 221,47
SOFIX 1178,053 | 190,601 896,482 | 93,672 0,5]0,1952| 0 0| 0.8047 81.06 | 221.47
BGBX40 | 190,601 | 32,965 157,193 | 15,373 0,6]02509| 0 0| 0.7490| 115.21]252.52
BGTR30 | 896,482 157,193 856,949 | 87,683 0.8] 03623 0 0| 0.6376] 202.14| 314,61
BGREIT | 93,672 15,373 87,683 10,372 1104737] 0 0| 05263 313.91] 376,71
Using the data from Table 1, the average returns of 1,51 0,7253| 0] 0,037| 0,2377] 703,48] 532,51
the four indices are: 2109776 0| 0,022 0] 1165,59| 667,04
2,5 1] 0 0 0] 1178,05| 670,12
ET=[670,12 130,38 532,04 112,62]. 3 11 0 0 0]1178,05| 670,12
3,5 1] 0 0 0] 1178,05| 670,12

Having the parameters for Cov() and E[.], the
optimization problem (3) is defined up to the value
of the coefficient 6. The optimization problem (3) is
solved several times by using different values of the
coefficient of the investor’s preferences to
undertake risk 6. The steps of the above sequence
of calculations gives as solutions the allocation of
the investment per securities x( o *). Additionally,
using relations (1) and (2) the Return(o *) and
Risk (o *) are evaluated for different values of o.
It means that for each ¢ the portfolio optimization
problem (3) has been solved. The calculation
environment for the problem’s solution is the
popular software application of Excel —Solver.

For the different values of o the portfolio
optimization problem gives solutions x;, x,, X3, X4 ,
given in Table 2. The values of Risk and Return for
each o are given in the right two columns of Table
2.

The results of the optimization solutions
show that for small values of ¢ (0; 0,1) the
investments should be done to BGREIT. When o
varies between 0,2 and 0,8 the investments to
BGREIT should decrease and the investments to
SOFIX should increase. For 1< o< 2 the
investments to SOFIX and BGTR30 increase and
the investment to BGREIT decrease. For o>2 the
optimization results recommend the investments
to be done only to SOFIX.

The variations of the Risk and Return
according to ¢ are presented in Figures 2 and 3.
The variation of Risk to Return is presented in
Fig.4. This curve represents the efficiency frontier.
The investor chooses a point of this curve to
allocate the investment resources in optimal
manner. For example, the investor can choose Risk
100 and the corresponding value of Return is about
240. It means that the investments should be
allocated to two financial funds: 75% to BGREIT
and about 25% to SOFIX, Fig.5. If the investor
prefers better Return , grater than 670, it means that
the resources must be allocated only to one fund -
SOFIX.
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4. Conclusions

The Portfolio theory is a strong theoretical
support for financial resource allocation. The
mathematical formalization of the financial process
is on the base of solving linear-quadratic
optimization problem so called standard portfolio
optimization problem. The peculiarity is that this
problem depends on a coefficient ¢ which
represents the investor’s relation to take a risk. That
is why the portfolio optimization problem and its
corresponding solutions depend on the value of .
The standard portfolio optimization problem for
different values of o is solved. The most popular
Bulgarian financial available indices are used for
the assessment of the financial investments. The
main characteristics of the portfolio optimization
problem — Return and Risk, which determine the
main portfolio characteristic - efficiency frontier are
obtained in results of problem’s solutions. Analysis
of solutions variations and assessment of their
behavior is proposed. This research provides an
actual analysis for the recent behavior of the
Bulgarian stock exchange. The results obtained
provide advices to the investors which part of the
Bulgarian stock exchange to be used for investment.
The added value of this research concerns the
definition and solution of a portfolio problem,
which addresses the dynamical behavior of the
Bulgarian stock exchange. As a result this research
provides a comparative analysis for real assets
which are under trade on the Bulgarian stock
exchange.
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PLANNING AND IMPLEMENTATION OF THE ERP SYSTEM IN
PACKAGING PRODUCTION. PRACTICAL ASPECTS

RADOSLAYV HRISCHEV

Abstract: The article presents practical aspects - necessary conditions, model of planning
and implementation of a specialized ERP system for packaging production at a plant, part
of multinational company. Are explored main problems in implementing of such systems.

Key words: ERP, packaging production, Kiwiplan

1. Introduction

Evolutionary automation of production in
industrial plants goes through the building of a
sustainable IT infrastructure, the development and
implementation of simples specialized IT systems /
financial, human resources management,
warehouse, manufacturing, etc./ to come to the need
of ERP /Enterprise Resource Planning/ systems.

ERP systems cover all /or almost/ all
information flows and provide the needed
information to employees and managers to quickly
make efficient decisions, make business processes
more effective and help to reduce costs and increase
revenue in organization. In a complex ERP system,
software solutions are becoming more flexible and
user-friendly. However, ERP systems are expensive
and time-consuming investment that requires
serious and professional planning.

In the specialized literature [2], the
implementation of the ERP systems is defined as a
key element of FoF - Factory of Future building,
together with the renovation of the production
facilities - technologies, machines and equipment.

2. Implementation of ERP system in a
packing plant

In this article is explored an example of
implementation of specialized ERP system for the
managing of plant for packaging production — boxes
from corrugated board, part of a large multinational
company.

The basic requirements for implementing of
ERP system:

*  Comply with group policies - it should be
compatible with the existing systems in the
main company, preferably to be part of
corporate ERP system. This leads to a
significant reduction of deployment costs,

based on shared experience and the cost of

the needed IT infrastructure - equipment,

licenses, administration and maintenance.
+ To be integrated with existing corporate
systems - financial, Bl, CRM and others. As

a rule, multinational companies are using

unified financial systems - mainly SAP.

= Be flexible and scalable; to consist of
separate standalone integrated modules.

This allows only those modules that are in

line with business processes to be deployed.

On the other way, with the expansion of the

business can be easily added new modules

if it’s necessary.
* To have an upgrade and maintenance policy
and rules.

One of the most popular packaging plant
management ERP systems for cardboard and
corrugated packaging production is Kiwiplan -
http://www kiwiplan.com [1]. The system is widely
distributed around the world and has more than 600
corporate customers with more than 680 covered
plants.
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Fig. 1. Kiwiplan in the word
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The system is built on a modular principle
and is extensively flexible. All modules are
presented on the diagram /Fig. 2/ and are connected
with embedded interfaces.

= Y

Enterprise \ Pmducﬁan\
Corrugator \
Sales - ( Control
Processing )- -‘ sc;:g:';"g )- System =
(ESP) (PCS)
U

={ T

Kiwiplan Mobile \ _(

Kiwistream

Fig. 2. Structure scheme of Kiwiplan

Main modules of Kiwiplan:

e Enterprise Sales Processing
managing of the sales

e Roll Stock System /RSS/ - roll paper
warehouse system

e Corrugator Scheduling /CSC/ - planning of
corrugated and boxes production

e Production Control System
managing of the production

/ESP/ -

/PCS/ -

e Data Warehouse — finish good store
management
e Truck Scheduling System /TSS/ -

expedition and loading

The system is bidirectional linked to the
control systems of the corrugated aggregates and
converting /for the boxes/ production machines.
This means that in real-time production systems are
exchanging information with the ERP system.
Operators of the machines on a special terminals
production machines monitored the required order
parameters and outputs.

3. Example of implementation of ERP

system Kiwiplan in a packaging plant

The specificities of this implementation are
existing already implemented modules SAP R3 - FI
/Finance/, CO /Controlling/ MM /Material
Management/. Additionally, in the plant was in use
own process management IS, developed by the local
IT specialists of the plant by request of users,
accurately reflecting the workflows of the units of
the plant. This has resulted in resistance of
implementation at various levels, from machine
operators up to management. On the other hand, the
availability of information in a structured electronic
Data Bases facilitated the migration of data at the
ERP implementation stage.

[1-20

3.1. Customization of the system for current
structure of the plant

The structure of the implemented system

shown on the Figure 3.
Links
(XMT)

Production
Control System
(PCS)

SAPAVIY

Paper (purchase,
movements

Supply
Chain Mgmt.,
E-commerce

Factory
Floor
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{FFF)

Labels/
Load Tags
(LBL)
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Sales P Scheduli

(csc)

Machine
Data

Collection

(MDC)

Transmission
Links
(XMT)

Unit Load
Tracking
(ULT)

SAP !
Invoices, Customers
Credit Limit

Fig. 3. Structure scheme of concrete
implementation of Kiwiplan

In this implementation process, not all the
system modules have been used. As an example, the
quality control is done through another system
because of special characteristics of the process and
client needs. This has reduced the expenses/costs of
the system implementation. On the figure /Fig.3/
shows also interfaces to existing SAP modules. In
fact, this is done by BCS /Business Connect
Servers/.

3.2. Logical model of implementation

For the project realization, a model of
implementation - ERP Kiwiplan has been created.

ﬂ Phase of preliminary research and analysis ]
Readiness

Phase Implementation Phase
- Kick off meeting - Populate Master data
- Basic training - Setup costing/pricing
- gz‘s#:&;:’t" - Setup users & printers { Go-Live Phase \
- Detailed - Enter customers & PD - RSS GoLive first
Interface - Train local users - Enter all FGS &
requirement - Check and implement market and WIP orders
- Install & legal requirements - Relable all stock
configure - Adopt SAP interface with new labels
System - Make plant HW Infrastructure: ready - Enter all open Post Go-
- Review costing « Setup reporting orders into the Live Phase
system

- Adopt planning
ul

+ living the processes
» Support the plant in
« Adopt reporting

+ Troubleshooting

+ Update of the system

schedule

+ Test corrugator

interface

AN : + Go Live

Fig. 4. Model of implementation

It includes the whole process in fiver basic steps:

*  Analysis Phase



Presentation of current plant status - Local
Management

Analyze standard process flow

Detailed analysis / process area

Presentation of analyzed plant status -
Process Management

Discussion of results

approval meeting

Managers Board

Readiness Phase

Kick off meeting

Basic training

Detailed HW requirement
Detailed Interface requirement
Install & configure System
Review costing

Implementation Phase

Populate Master data

Setup costing/pricing

Setup users & printers

Enter customers & Project designs
Train local users

Check and implement market and legal
requirements

Adopt SAP interface

Make plant HW infrastructure ready
Setup reporting

Go-Live Phase

RSS GolLive first

Enter all FGS & WIP orders
Relabel all stock with new labels
Enter all open orders into the system
Adopt planning schedule

Test corrugator interface

Go Live

Post Go-Live Phase

Support the plant in the processes
Adopt reporting

Troubleshooting

Update the system

All steps have their meaning.

Analysis Phase - this stage is a time of a
complete detailed review of the production
processes, of the existing information systems,
outlines the possible gaps and advantages of the
new ERP system. This is the time to make decisions
about time of implementation, budget,
responsibility.

Readiness Phase - preparatory phase.
Proper planning and building of infrastructure
/hardware, communications systems, licenses,
interfaces/ is the result of the preliminary
investigation and determine the scope of the system.
Key users of the system training also predetermines
the implementation of the system as deadlines.

[1-21

Implementation Phase - Implementation
of the system. At this stage, the infrastructure is
"aliving", the system is adapted according to the
legal requirements according to the location of the
plant. Specific reports are also being developed, for
example required by the public authorities. In this
phase starts the training of users in a test ERP
environment.

Go-Live Phase - start of the project. Enter
all data from the old system to the new ERP, re-
label the available product in stock finished product.
This stage is a critical. Incorrect input of previously
prepared information may result in huge losses from
misplaced queries, erroneous pricing and
availability. Interfaces to the existing external
systems are tested and real work is start.

Post Go-Live — This step is predicted to
find the possible problems and mistakes and gives
the opportunity to make some fine settings on the
system.

3.3. Distribution of responsibilities

The main factor for success of the project is
the correct distribution of responsibilities [3]. On
the following table can be seen an example of
possible distribution.

Table 1. Distribution of responsivities

Project Success Factors

* Management Board - commitment, trust, openness and leadership

+ Local Team - expertise, enthusiasm and professionalism

+ Local Organization - willingness and ability to implement change

* Process Application Team - expertise, professionalism and leadership

+ Project Management - quality, methodology and control

« IT Team - involvement, infrastructure ownership and cooperation

« Software Partner - responsibility, professionalism and support

« Complexity - of the local organization (Products, Processes)

The success of the implementation depends
on the tempo of the weakest chain in the future
system. According to statistics, only 30% to 60% of
the implemented ERP systems are successful. In big
and complicated structures, it can be stopped or
blocked on a lot of levels for a variety of reasons.
For a successful implementation, the following key
steps are necessary:

¢ Fixing the budget;
Creating a working team of specialists at all
levels;
Choosing the right team leader. He must
have organizational experience and full
authority;



e Permanent control over the steps and the
preparation of the system implementation

according to the projects phases.

The main factor is planning and building a
stable IT structure, according to the specific
requirements of the system — Wi-Fi covering of the
stores and production areas, installation of
specialized equipment — MDC /machine data
connectors/, forklift terminals, scanners, etc.

4. Results of the implementation

The result of the implementation is difficult
to be defined uniquely because it’s a complex
amount from the work of all units, but can be
depicted as a sum of the cost savings on the one
hand and the realized benefits on the other /Fig. 5/.

Kiwiplan

Costs =Throughput

= Lead Time =On-time Delivery

= Inventory =Customer Responsiveness
= Set-Up Time =Quality

= Downtime =Communication

= Waste

™

Fig. 5. Bidirectional benefit generation

Implementing of ERP system doesn’t mean
automatically generating benefits. According to
recent research, a significant amount of
implementations not only doesn’t bring revenues,
but can also generate losses.

The reasons can be externally, for example,
market situation, but also an internal one, due to
improper planning of implementation, too short
deadlines, inability of staff to work with the system,
system or IT infrastructure instability. For example,
in wrong built communication connectivity,
downtimes and customer problems are possible.

Of course, with a careful analysis of
business processes, detailed planning, the creation
of an efficient team with sufficient budget and
implementation time, the ERP system provides
huge competitive advantages for the business.

In this example, the implementation of the
Kiwiplan ERP system led to a steady growth of
volumes and profits of 3-12% on an annual basis.

[1-22

Time deployment of Kiwiplan in a plant
produced more than 100000 m2 of packaging per
year was 14 months with a budget of 800,000 €.

For more than five-year exploitation
downtime of factory due to ERP system and IT
infrastructure problems on an annual basis does not
exceed 20 minutes.

5. Conclusion

To conclude, ERP-system implementation
does not have an alternative on the industry,
because it allows flexible and effective management
of the processes. Especially for the medium and
large companies.

The availability of information system
covering all information processes enables tracking
and managing key business activities, processing
much more information, and providing access to
quality analytics and queries. This allow managers
different levels and business executives make the
right decisions within the required timeframe. It is a
system which unites all the processes in a big
industrial factory, gives an opportunity to control all
the key activities in the company, and makes access
to analyses and references easier.

The presented case in the article is a general
example and can be used as a model for
implementing different ERP systems in another
branches of the industry.
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SYSTEM DEVELOPMENT FOR MACHINE VISION
INTELLIGENT QUALITY CONTROL OF LOW VOLTAGE
MINIATURE CIRCUIT BREAKERS

BORISLAV RUSENOV, ALBENA TANEVA, IVAN GANCHEV, MICHAIL PETROV

Abstract: An intelligent system for automated quality control of manufacturing process
applications, based on machine vision is presented in this paper. The quality of many
produced parts in manufacturing processes depend on dimensions and surface features.
The presented automated machine vision system analyzes those geometric and surface
features and decides about the quality by utilizing statistical analysis. Refined methods for
geometric and surface features extraction are presented also. The efficiency of processing
algorithms and the usage of an advanced analysis as a substitution of human visual quality

control are investigated and confirmed.

Key words: quality control, machine vision, intelligent systems

1. Introduction

Many industrial processes use or require
visual inspection in quality control as an integrated
part of their production stages. Such processes are
based on visual perception principles to successfully
determine levels of product quality by quantifying
its visual appearance in general and some specific
visual features, respectively [1]. A visual inspection
system is based on machine vision principles by
using acquisition cameras and also, one or more
industrial computers. The main motivation for
machine vision implementation is economic factors,
which constantly require less production costs.

One of processes that use machine vision
for product quality control is the production in
mechanical manufacturing processes [2]. The
production phases are more or less automated. The
exception is quality control stage with mostly
human vision inspection. Some production lines
still use human vision in quality control. The main
reason lies in complexity of this task. Human
resources are used because the visual quality control
process is very complex and highly demanding and
often should be on-line adaptive on changeable
quality requests in classification stage of
production. Because of human features limitations
as controlling element in production line, man
becomes one of the weakest and unreliable links.
By replacing the human with machine, the whole
process should have better production yield and
could be more efficient [3].

Industrial control system (ICS) is a general
term that encompasses several types of control
systems used in industrial production, including

supervisory control and data acquisition (SCADA)
systems, distributed control systems (DCS), and
other smaller control system configurations such as
programmable logic controllers (PLC) often found
in the industrial sectors and critical infrastructures.
Industrial automation is a discipline that includes
knowledge and expertise from various branches of
engineering including electrical, electronics,
chemical, mechanical, communications and more
recently computer and software engineering.

In order to stay on top of a competitive
market, companies have to keep their production
costs as low as possible. One element of their
strategy is to collect production and control data,
analyze it to find improvements, and incorporate
those improvements in each new plant.

The role of including quality control in
other control systems may lie in control and
information flow of plants, in integrating processing
machines, in the Manufacturing Execution Systems
(MES) [7] that monitor the processes, and in the
data-based Enterprise Resource Planning (ERP) [8]
system that provides decision support.

Process quality control system is a novel
computer-aided process quality control system,
which integrates hardware and software. The
system could realize quality data collection,
transmission, storage, quality monitoring and
quality statistical analysis for spare parts production
process. It could accomplish the collection and
monitoring of quality data automatically in field.
Once the production process has problems, it can
give an alarm and begin to analyze, providing a
basis for process quality control. Furthermore, it can
also carry out offline quality statistical analysis of
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the quality data derived from the machining field,
guaranteeing after-process control of processing
quality.
2. Quality Control System

The complete system block diagram in
Figure 1 presents the role of the SCADA system;
the quality measurement data is collected from the
final product and stored in special registers inside
the controller/ Remote Terminal Unit (RTU) which
in this case is a programmable logic controller
(PLC). This data is transferred to the SCADA node
using industrial network which could be a local or
remote network, this data is analyzed and a control
decision to tune the controller if necessary to ensure
that the product is within the bounds of required
quality.

Raw Material

Material Processing

.
Controller Quality
/RTU Measurement

Industrial
Network

SCADA
node

Fig. 1. Quality control system block diagram

Process quality data acquisition and
controlling contents include the monitoring of
parameters process product quality testing. Process
parameters monitoring is realized by measuring the
relevant  parameters on  product  quality
characteristics. Process product quality testing is
achieved by testing products’ quality feature in the
machining processes or machining process interval.
Common processing measurement parameters for
example could include cutting force, temperature,
spindle motor current changes, vibration and noise
signals. Process quality control should establish the
correlation between process parameters and the
final product quality characteristics, and ensure the
quality of the final product by the adjustment to
parameters.

Role of SCADA in Quality Management

A production process includes the quality
assurance testing of samples from each product lot.
The test data is used to produce a certificate of
conformance report for such a lot. The data is
collected from test equipment, then sometimes
manually entered into a customized database form,
and then formatted to produce the certificate of
conformance. Manual data entry is time-consuming,
error-prone, and repetitive. Here is the challenge to
introduce a supervisory control system to automate
that process and integrate data collection with its

[1-24

other manufacturing systems. With the automation
of the quality assurance process by electronically
collecting data from the measurement tools, the
operator does not need to write test measurements
into a form and then into a computerized
spreadsheet. Dozens of samples with up to hundreds
of measurements are displayed; with manual work,
the system can only handle a limited number of
measurements. In being automated, it can be
upgraded to manage much more. After data
collection, a system can retrieve the expected
measurement values from database for the samples
of that lot.

A summary screen might he immediately
displayed to the operator indicating, for each
sample, whether all measurements were within
control limits, within specification limits, or outside
specification limits. The operator can also view
details about each sample and adjust the data
manually. Any data modifications are stored in an
audit trail, and the initial raw data is kept for
historical records. When the operator is satisfied
that the data is correct, the system sends this
validated data to its database, and it is possible to
produce the certificate of conformance. Time saving
for these procedures is significant: it could easily
take an operator longer to record the measurement
data than it takes the tool to create it. A supervisory
control system brings the time for the whole
process, from measurement to a report, down to a
matter of seconds.

3. Description of an application system.

A typical machine vision and quality
control system has the structure shown on fig.2.

‘ Light source | Camera ‘ Light source

Control Modules |-/~ “ "7 ight source
=

» Working area

»

| Part

Fig. 2. Structure of a typical machine vison system

The system includes: camera, light sources,
a transport system for moving the inspected
products, control modules and actuators. Typically,
the transport system is a part of the production
process. The cameras are positioned so that the
inspected parts or finished article falls into the
camera's work area. In general, the control module
serves to process the camera signal and to
communicate with the executive actuator. If it is
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provided, it serves with the quality measurement
system and the SCADA system of the factory as
well, where the inspected product is manufactured.
The light source allows accurately determine the
right amount of light flux to properly capture the
scene.

3.1. Machine vision system of low voltage
miniature circuit breakers. In the manufacture of
miniature circuit breakers, a number of parameters
are considered for their reliable operation. One of
these is the distance between the bimetal plate and a
specific design hole. For each type of automatic
circuit breaker this parameter must be within
specified limits. The subject of this article is the
development of a system for qualifying this
parameter. Figure 3 shows the required Quality
Score.

TobpceH pasmep

Fig. 3. Parameter for inspection

The task of identifying and separating the
inappropriate incoming product from the incoming
good one is accomplished by the laboratory
machine vision system for testing purposes shown
in Fig. 4.

Fig. 4. Laboratory machine vision system
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The system of machine vision and quality
control of low voltage miniature circuit breakers is
constructed schematically according to Fig. 5.

Touch Finder

Personal computer N j501-1 500 FQ2-D31

}riyt:?;c Studio  (Built-in EtherNetIP port)
0S:Windows7)
1/0 Cable
. d FQ Ethernet Cable Fa-woqp
£ SwitchingHup | CNDID
* USB cable W4S1-05C

DC24V Power Suppl
FQ2-S30-13M G

Fig. 5. Structure of machine vision and quality
control system

Few words about the part. The size of the
inspected part is about 30X30mm. The inspected
parameter (distance) is from 2.0 to 6.0 mm. To
choose the right resolution is important to know the
size of the smallest feature to detect. To have a
stable detection is necessary to have at least 3 pixels
covering that area. It is not always possible to detect
a feature by interpreting a single pixel. Several
pixels across the feature can ensure it is not an
aberration. In our task the smallest part is a hole
with diameter of 0.8 mm. We measure a distance
between center of this hole and the bimetal. That
means our smallest part is 0.4 mm. If for stable
detection we must have at least 3 pixels for this
part, then the size of the pixel would be at least
0,13mm.

The smart camera model FQ2 [4] of the
manufacturer for industrial automation company
Omron was used. The equipment includes a visual
inspection camera with embedded setup controller
with predefined different quality parameters and
embedded light source with controller. This camera
already has had an EtherNet/IP™ interface for
digital output control. The available inspection
camera for this task is model FQ2-S45100N. The
field of view is shown on fig.6.

(Unit: mm)
Wide View (Short-distance)

Figure 4

Fig. 6. Field of view of the inspection camera FQ2
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The resolution of described camera is
350,000 pixels (752X480). The size of the image
element is 2 inch color CMOS sensor (6.4mm X
4.8mm). That means the size of the pixel is Sum.
This is enough for stable detection of the smallest
part of the low voltage miniature circuit breakers.

The controller of the visual inspection
camera allows operation in industry most frequently
recognition modes. KamepaTa npeanara 3 pexuma
3a OKa4eCTBsIBAHE HA TEOMETPUYHU pazMmepu: ,,Edge
pitch”, ,,Edge position” and ,,Edge width”.

EDGE MEASUREMENTS

Edge pitch

Edge position Edge width

This inspection item measures
the width between edges.

The number of edges in a region
can be counted.

This inspection item detects
edges and measures their
positions.

Fig. 7. Edge measurements of the inspection
camera FQ2

In this work, the "Edge width" criterion is
used. The smart sensor has created group settings
files for each particular miniature circuit breaker
type. Each group setting includes a shutter speed,
white balance, a set of filters, and a function for
offsetting the motion position of the scanned object.
With these tools, it is possible to highlight the
desired characteristic feature in order to work the
Edge width criterion. In our case this is the distance
between the bimetal plate and the technological
opening shown in Fig.3 For the purposes of the
manufacturing process, the camera controller also
sets a tolerance for the qualified parameter. A
tolerance is defined within which the parameter
defines the product as fit or the exit beyond these
limits defines it as unfit. This is achieved with the
Expression function, shown on fig.8.

Fig. 8. Function “Expession” of the inspection
camera FQ2

[1-26

The embedded digital outputs of the
intelligent camera are used to send signal to the
programmable logic controller PLC of the low
voltage miniature circuit breakers manufacturing
machine. When an unsecured low voltage miniature
circuit breaker is detected, the cycle stops and the
actuator removes the product. After that well trained
worker adjusts the desired distance between the
bimetal and the described in fig.3 hole. When the
adjustment procedure is done, the worker returns
the circuit breaker for new inspection.

In order to be able to derive full information
about the quantity of inferior production which is
evident and what is deviation in relation to the set
parameters, it is necessary to use more digital
outputs. Intelligent camera FQ2 has a datalog
function. This feature allows keeping a file with a
table of values for each criterion measurement. For
a modern production system, this data exchange is
not fast and effective enough. It requires human
intervention to be processed, which means it can not
be included in the enterprise's SCADA system.

When using such a camera included in a
SCADA system it is no longer a problem. The high-
speed EtherNet/TIP™ interface allows to be achieved

the necessary data exchange.

192.168.250.2
FO Series
]_ [#]...250.1

() EtherNet/IP_1

e
-

192.168.250.1
NJS01-1500

|

i
=

Fig. 9. EtherNet/IP™ data exchange between the
inspection camera FQ2 and machine controller.

Significant improvements are also in
recognition algorithms. This generation of
intelligent cameras have the high-tech Shape Search
III algorithm [3], [6]. It allows work with complex
objects in light interference conditions and poor
background. Several objects entering the camera's
work area can be inspected simultaneously, even if
objects are poorly or partially illuminated or rotated
and overlapped. It is possible to measure distances
between the outline of an object, detection of
defects such as cracks, for example. There is
compensation for displacement and rotation of the
object. The ability to recognize text, different types
of bar code and 2D code is built in. All of these
features make it possible to expand the range of
possible smart camera application areas. In addition
to the enhanced recognition algorithms, a
sionificant difference is also noted in the camera



setup. The setting of inspection areas is dramatically
simplified compared to the previous FQ equipment.

4. Experimental results and quality analysis

The results of the quality control of the described
of low voltage miniature circuit breaker are
systematized for further processing. They are
arranged in a table describing in detail: the type of
defect that has occurred and number of defects of the
type, change in which the defect occurred, date of
occurrence, batch, operator, etc. To analyze the
defects of production, first a Pareto diagram is built.
The Pareto diagram for low voltage miniature circuit
breakers is shown in Fig.10.

Pareto Chart
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Fig. 10. Pareto chart of inspection of low voltage
miniature circuit breaker

Three or five most pronounced defects/
problems are inspected. Each of them is subjected
to thorough investigation using the Root cause
analysis (RCA) method. RCA is a technique used to
identify the conditions that initiate the occurrence of
an undesired activity or state. The process of
problem solving used to identify the underlying or
initiating source of a nonconformance. In order to
reach the cause of the defects, the so-called
"Fishbone” diagram is built and shown in Fig. 11.

In the major bones or contributing to the
occurrence of defects are:
Man Power (Personnel)
Machines (Equipment)
Materials (Reagents and Supplies)
Methods

MACHINE

\\Euus&’ﬁf
Z]u:t@f/

METHOD

Fig. 11. Fishbone diagram
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Besides the described techniques for analysis
of defects and measures for their removal, a quick
analysis of the condition of a defect also gives Time
series plots. Time series plot can be used to
visualise things that vary over time to also present
in which order they occurred. A time series plot
diagram can be constructed without advanced
statistical software. Another advantage is that it is
easy to interpret without deeper statistic knowledge
and gives the possibility to see trends and process
variation.

A graph of the development over time of
several types of low voltage miniature circuit
breakers the most pronounced defect of a Pareto
diagram of Fig. 7 is shown below. Every used
inspection instrument in constructed scene has it
own data wich can be outputted trough serial
channel or can be saved in *.csv file format in so
called datalog function. For the purpose of getting
test results for this paper a datalog function of the
vision sensor is used.

Type 1:

Fig. 12. Low voltage miniature circuit breaker

The part of the whole datalog file is shown
on fig.13

Time series plot of detected width in Type 1
low voltage miniature circuit breaker is shown on
figl4.

The desired distance between bimetal and
technological hole for this type low voltage
miniature circuit breaker is 6.0mm +/- 0.5mm.

The part of the whole datalog file is shown
on fig.14

Time series plot of detected width in Type 1
low voltage miniature circuit breaker is shown on
figl6. The desired distance between bimetal and
technological hole for this type low voltage
miniature circuit breaker is 5.2mm +/- 0.6mm.
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Date Time Measuren Scene No, Judge 10,JG 10,C 10,CRO 10,X0 10,YO
2018/4/4 09:43:46 o o 1 -1 1 5,8 970,5 502
2018/4/4 09:43:47 1 0 1 -1 1 5,8 975,5 555
2018/4/4 09:43:48 2 0 o -1 1 5,2 958,5 545
2018/4/4 09:43:48 3 0 o -1 1 5 882,5 528
2018/4/4 09:43:49 a4 0 o -1 1 4,8 825,5 570
2018/4/4 09:43:49 5 0 o -1 1 3,9 895,5 581
2018/4/4 09:43:50 6 0 o -1 1 a4 869,5 572
2018/4/4 09:43:51 7 0 o -1 1 45 868,5 665
2018/4/4 09:43:51 8 0 o -1 1 3,8 878,5 716
2018/4/4 09:43:54 9 0 o -1 1 4,8 988,5 678
2018/4/4 09:43:34 10 o 1 -1 1 6,5 988,5 683
2018/4/4 09:43:55 11 o [ -1 1 6,7 988,5 681
2018/4/4 09:43:55 12 o 1 -1 1 6,5 988,5 679
2018/4/4 09:43:56 13 o [ -1 1 6,6 988,5 684
2018/4/4 09:43:57 14 o [ -1 1 6,6 988,5 685
2018/4/4 09:43:57 15 o [ -1 1 6,6 988,5 681
2018/4/4 09:44:01 16 o [ -1 1 2 988,5 688
2018/4/4 09:44:54 17 o 1 -1 1 6,5 988,5 685
2018/4/4 09:44:55 18 o [ -1 1 6,6 988,5 681
2018/4/4 09:44:56 19 0 1 -1 1 6,4 988,5 684
2018/4/4 09:44:56 20 0 1 -1 1 59 988,5 680
2018/4/4 09:44:57 21 0 1 -1 1 6,1 988,5 680
2018/4/4 09:44:58 22 0 1 -1 1 6,5 988,5 686
2018/4/4 09:44:58 23 0 1 -1 1 6 988,5 678
2018/4/4 09:44:59 24 0 1 -1 1 6,2 988,5 684
2018/4/4 09:44:59 25 0 o -1 1 6,8 988,5 687
2018/4/4 09:45:00 26 0 1 -1 1 6,5 988,5 687
2018/4/4 09:45:01 27 0 1 -1 1 6,3 988,5 678
2018/4/4 09:45:01 28 o o -1 1 6,6 988,5 681
2018/4/4 09:45:28 29 o [ -1 1 6,7 988,5 688
2018/4/4 09:45:29 30 o 1 -1 1 57 988,5 684
2018/4/4 09:45:32 31 o [ -1 1 6,7 375,5 398
2018/4/4 09:45:33 32 o [ -1 1 4,5 320,5 403
2018/4/4 09:45:34 33 o [ -1 1 5,5 988,5 679

Fig. 13. Datalog file of low voltage miniature

circuit breaker Type 1
.
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Fig. 14. Time series plot of low voltage miniature
circuit breaker Type 1

Fig. 15. Low voltage miniature circuit breaker

Measurement ID Scene No. Judge  10.JG 10.C 10.CRO 10.X0 10.Y0
1 0 a a a a a
2 1 a a a a a
3 2 1 1 84,1643 500,0332 486,9069 5,5982
4 3 1 1 81,8463 499,7947 487,136 5,5171
5 4 1 1 83,5629 499,6835 487,8125 5,625
G 5 1 1 84,4523 499,8132 487,9536 5,625
7 6 1 1 83,2155 500,0086 488,9676 5,2807
8 7 1 1 83,9125 499,9061 488,7804  4,8485
9 8 a 1 84,2345 499,8651 488,6979 4,5143
10 9 1 ) ) ) ) 5,5143
11 10 1 o o o o 4,625
12 11 1 1 89,3993 527,212 489,2409 5,625
13 12 a 1 90,8239 595,08901 491,7836 6,3547
14 13 1 1 87,5479 661,4408 494,0027 53,5392
15 14 a a a a a 6,5392
16 15 1 1 80,7649 716,2281 511,0236 5,7229
17 16 ) 1 88,2181 669,6731 511,9482 4,1979
13 17 1 1 92,2855 623,8528 504,8731 5,1942
19 18 1 1 93,8163 5777789 500,9427 5,625
20 13 1 1 87,5411 543,1352 560,2128 5,2149
21 20 ) 1 84,0912 525,9865 577,5245 3,8232
22 21 1 1 90,7844 560,1119 558,8035 5,0437
23 22 1 1 93,5776 564,0857 557,8314 5,625
24 23 1 1 92,4632 564,5972 557,0912 5,3184
25 24 1 1 92,842 564,1059 558,0998 5,625
26 25 1 1 93,4857 564,0561 558,3625 5,625
27 26 1 1 92,6834 564,505 557,7792  5,1804
28 27 1 1 89,0224 563,7443 560,5371 53,0534
29 28 1 1 87,3246 563,695 560,6186 5,0012
30 29 1 1 88,3407 563,7019 560,6701 4,8651
31 30 1 1 86,9342 563,6206 560,1287 5,0764
32 31 1 1 90,3787 563,0682 558,9451 5,625
33 32 1 1 84,2756 511,528 558,9456 5,625
34 33 1 1 855408 509,728 556,0991 5,0913

Fig. 16. Datalog file of low voltage miniature
circuit breaker Type 2
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Fig. 17. Time series plot of low voltage miniature
circuit breaker Type 2

Thus, the accumulated and evaluated data
from the quality control of the low voltage
miniature circuit breaker can be used not only to
enhance and permanently stabilize the quality. They
are also to take preventative measures in servicing
the machinery and equipment, involved in the
production of the materials and elements involved n
the final product.
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5. Conclusion

An intelligent system for automated quality
control of manufacturing process applications based
on machine vision is presented in this paper. The
quality of many produced parts in manufacturing
processes depends on dimensions and surface
features. The presented automated machine vision
system analyzes those geometric and surface
features and decides about tile quality by utilizing
statistical analysis. Refined methods for geometric
and surface features extraction are presented also.
The efficiency of processing algorithms and the
usage of an advanced analysis as a substitution of
human visual quality control are investigated and
confirmed.

The presented machine vision system has
purpose to replace a human vision quality controller
in the manufacture of low voltage miniature circuit
breaker. The presented system consists of at least
two cameras for image registration and one
computer. After the image acquisition and trimming
basic optic parameters, the geometric and surface
analysis is performed. Geometric analysis relies on
contour tracing method where several geometric
inspection methods are united into one. Using this
method, the complete time for analysis is reduced to
acceptable limits suited for real time operations.
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CONTROL SYSTEM APPLICATION USING
LORAWAN

STOITCHO PENKOV, ALBENA TANEVA, MICHAIL PETROV,
KIRIL HRISTOZOV, ROBERT KAZALA

Abstract: The goal of this work is to apply LoRaWAN to the system control development. A
designed network with low cost equipment is used for industrial application. The solution is
related to WSN using network protocols and standards summarized in this article. The
main goal is focused on WSN to collect data and net operation by combining low energy
protocol and transmission method. In the developed network project for industrial data
exchange MQTT protocol and LoRaWAN are used. An application for control system
purpose is presented. For the system implementation a LoRa gateway is used, combining
iC8804 LoRaWAN® Concentrator board and Rpi 3 as a host controller. The control
algorithm, for a loop system operating, is developed. It is implemented in open source
programming environment. Some advantages of the developed network with MOTT and
LoRa are given. The preliminary investigations for verification are conducted. The real test
with sending and receiving data between the connected nodes are made. The recent work

can be viewed as an example related to the so called low cost automation.

Key words: Industrial Network, LoRaWAN, WSN, Low Cost Automation (LCA), IoT

1. Introduction

In recent years, many different network
specifications are applied to the industrial systems
[1]. The communications respectively industrial
networks are the key technologies of the present and
the near future. Using network in industrial
applications is usual, complex, responsible, and
sometimes dangerous tasks. More complex problem
is when there is no power supply or electricity.
There are many different ways to solve, depending
of cases. It is case of highly dynamic phenomena a
solution of such problem is to use low cost nodes
equipped with relevant networked sensors for data
collection. Several nodes can be organized and
formed a grid which will bring more complexity,
and we will gather all needed information. The
paper presents wireless networked sensors (WSN)
for data collection in control system application.
Each node has to be equipped with sensor and
communication hardware. If the goal is to measure
air pollution environment, or to gather info under
the sky, it could be use nodes with GPS to get exact
location, but considering power plan that is not
energy efficient. Where is needed can be used
mobiles and flying robots for deploying these nodes,
and at moment when nodes are deployed, it can be
marked GPS position. Thus are covered large areas
and different surfaces. One of the main factors for

such system development is the implementation
cost. In order to achieve it is appropriate to use low-
power nodes, which are in the frame of LoRaWAN.

This paper is focused on configuration and
development of the LoRa network gate and nodes
with temperature and light monitoring system. This
work summarizes solutions related to the network
protocols and standards for predefined application.
Proposition of node based sensor network with
specified low energy protocols are presented. The
control system application with feedback is planned
to be further development.

2. Layer protocols

Regarding to the OSI model is important to
discuss the way of data transmission through layers.
In this point of view, the transmission method will
be summarized.

2.1 LoRa™ is a proprietary spread
spectrum modulation scheme that is derivative of
Chirp Spread Spectrum modulation (CSS). It trades
data rate for sensitivity within a fixed channel
bandwidth. It implements a variable data rate
utilizing orthogonal spreading factors, which allows
the system designer to trade data rate for range or
power. Furthermore, the network performance is
optimized in a constant bandwidth. LoRa™ is a
PHY layer implementation and is agnostic with to
higher-layer implementations. This allows LoRa™
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to coexist and interoperate with existing network
architectures. This application note explains some
of the basic concepts of LoRa™., Modulation and
the advantages of the scheme can provide when
deploying both fixed and mobile low-power real-
world communications networks [6].

2.2 LoRaWAN™ /layer2/ is a Low Power
Wide Area Network (LPWAN) specification
intended for wireless battery operated Things in a
regional, national or global network LoRaWAN
would correspond to the Media Access Control
(MAC) layer. LoRaWAN targets key requirements
of Internet of Things (IoT) such as secure bi-
directional communication, mobility and
localization services. It specification provides
seamless interoperability among smart Things
without the need of complex local installations and
gives back the freedom to the user, developer,
businesses enabling the roll out of IoT. The choice
of transport protocol, when internet connectivity is
need basically, is reduced to two options TCP and
UDP. The Protocols allow multiple devices to
communicate effectively using the Internet.
However, the determination way for different data
types, how are divided and stored in frames, are
required. In case of a system design for collecting
data in order to reduce the workload, related to the
data exchange organization, it is possible to use
application-layer protocols. There is variety of
options. One is to wuse industrial automation
protocols. In problem definition arises high cost of
implementation. By analyzing network protocols,
extra attention should be pay to the model they use
for data exchange. Many of the technologies used in
modern computer systems use a data exchange
model referred to as Request-Response. However,
when you try to use such a model for data exchange
in the sensor network you can encounter some
difficulties.

iings networking technology cheat sheet 1.0

[1-31

A possible solution is using the Publish-
Subscribe method. In this method, the data
publishing modules send it to a server called the
broker, which then sends the data to clients
subscribed to certain information. Using these
methods of data exchange allows the clients to
receive not all the information sent by the node, but
only the data that interest. There is also no need to
constantly calling the modules that generate
information about the data. On the fig.1 is presented
physical layer parameters of different Low Energy
protocols, applicable to the loT. A better option for
recent purpose is LoORaWAN. Some features show
that it has advantages: low power and complexity,
high battery life, low cost implementation, easy
maintenance, use free bandwidth regarding to the
listed licensed network types.

2.3 MQTT protocol

Among different options described one of
the most appropriate is MQTT protocol (Message
Queue Telemetry Transport), details in [5]. It was
designed in 1999 for transferring data from
telemetry devices. The main goal of the designers
was to create an efficient protocol to transfer data
from devices with limited hardware resources,
which is equipped with a low-performance
microprocessors and a small amount of memory.
Also expected to work in networks with severely
limited bandwidth for data transmission. The
protocol uses a publish-subscribe method and
transmits the data over TCP/IP or UDP. In its
implementation requires a special computer called a
messages broker. The task of the broker is to collect
messages and sending them to devices interested in
specific information. Fig. 2 shows the organization
diagram for data exchanging between Publishers
and Subscribers by MQTT Broker.
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Fig. 1. Physical layer parameters of some network
technology

MQTT Broker Subscriber 1
Publisher 1
_\ Topic 1 {
Subscriber 2
Topic 2
Publisher 2 v \
Subscriber 3

Fig. 2. Organization of data exchange in MOTT.

MQTT protocol messages are assigned to
names that are topics. In context of the client and
the broker, there is no need to configure the topic.
The client sends a message to a specific topic. If
there is a particular topic the broker will update its
data, in the absence a new topic will be created
automatically, to which will be assigned the
information transmitted in the message. Topics may
be organized in a hierarchical manner using the



separator in the form of a forward slash (/). This
allows us to organize data in a broker in a manner
similar to the file system. Example topic for
networked grid nodes may have the following form:

LoRaNet1l/NODE1/sensor3/DATA

An important feature of the MQTT protocol
is the ability to manage the quality of service by
implementing QoS (Quality of Service). It allows
you to manage the way to deliver a message and
confirmation of its receipt. LORaWAN has several
different classes of end-point devices to address the
different needs reflected in the wide range of
applications.

3. System design and configuration

The developed solution for industrial
system combines LoRa and MQTT and follows
from Infrastructure Overview [2], fig.3. Therefore
could be achieved LPWAN based LoRaWAN,
including Gates (G), Nodes (N), connected to each
G, in the frame of the things network (TTN),
presented on fig.4. It is evident there is variety of
tasks: many sensor types, devices through Gateway
to the many user defined applications.

Infrastructure Overview

NOC, CRM, billing,

Application
el ot
—

Network

Server
0 IBM LRSC 2
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Fig. 3. Overview of the LoRa network

| THE THINGS /

"NETWORK,

Fig. 4. Overview of the developed network
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The network can consist of thousands nodes.
In case of new LoRaWAN project is need a
Gateway in case with no LoRa coverage. The
proposed solution includes a Gateway. This can be
viewed as an advantage of the application, fig.4.
LoRaWAN uses licence-free spectrum, usually ISM
(Industrial,  Scientific, Medical) bands to
communicate over the air. In Europe, ETSI
regulates the ISM band access on the 868MHz and
433MHz bands. The usage of these bands is
submitted to limitations: The output power (EIRP)
of the transmitter shall not exceed 14dBm or
25mW, and the duty cycle imposed in Europe by
ETSI is limited to 1% (for devices) or 10% (for
gateways) depending on the used sub-band.

Fig. 5. Designed LPWAN and Assembled Gateway

On the next fig.5 is shown the used and
connected LoRa node. In this way is developed and
obtained network based on LORAWAN. The node
is equipped with thermometer and light sensor,
hence could be used as feedback in industrial
control system application with low cost, as well as
in standalone security and/or fire alarm system,
battery operated in places with no electricity, as
well as part of home automation system, etc..

Fig. 6. A single node in the developed network.

LoRa gateway packet forwarder is built by
combining iC880A LoRaWAN® Concentrator
board at 868 MHz and a Rpi 3 for a host controller,
interconnected via SPI bus. Gateway forwards
received from Air packets to a public LoRa server,
in our case TheThingsNetwork using Semtech
packet-forwarding protocol. Then MQTT protocol
is used to traverse collected packets to our user
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application server. It can has multiple gateways to
cover wider areas. The Nodes are built by using
Murata LoRa SOC type ABZ, which contains
SX1278 for radio front-end and STM32L0 as MCU.
It is ported an open source LoRa stack
implementation by IBM, called LIMC to this
particular platform. The nodes are powered from a
long live lithium battery CR123A type. It can be
combined with different type of sensors connected
to analog or digital GPIO’s, or using the built-in
12C and SPI buses. For temperature and humidity
DHT22 is the cheapest and reliable option, but also
have BMP180, HYT261, CCS821. Furthermore
each node has 1-Wire iButton compatible bus, a
digital thermometer DS18B20 and token ID reader
socket for DS1990, which can be used for security
authentication. There are multicolor LEDs and a
buzzer on node’s board for human interaction,
buttons and spare GPIOs to wire it in custom user
applications. Simple example of and a user
application can be environmental real-time monitor
and logger. The attached sensors generate feedback
data, updating to the network on predefined
intervals, or immediately in case of over passing the
threshold wvalues. For example temperature,
humidity, air pressure, pollution and light sensing
are normally changing slowly and will be updated
on schedule. If some of the readings change a lot, an
immediate update event would be processed. Any
external trigger from GPIO (for e.g. PIR sensor or
MC) will be transmitted immediately or delayed,
depending of the current operational mode — armed,
monitoring, status report.

Fig. 7. Components overall view of the developed
Network

Each transmission has sequential ID
number, and various payload, but always will carry
status report for battery level and important circuits
(e.g. Temperature loop). The sent information will
reach TTN via route from LoRa packet, through the
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gateway concentrator, VPN and Internet. Then our
application server registered to corresponding
MQTT channel and topics will receive the message
to process and forward to the user application and
front-end which are logged with necessary
credentials to have monitoring and/or control
authority. All components of the developed
Network /Gateway with installed packet forwarder
and nodes On the fig.7 the G (iC880A LoRaWAN®
Concentrator board), an integrated light and
temperature sensors in each N (NODE - Raspberry
pi 3) are presented. Hence a MSN with LoRa for
control system application is achieved.

4. The developed algorithm

For the WSN operation a simple algorithm
is developed, shown below:
< Begn >
|

initial self test ‘

failure

\
check ™
counter

limit

send alarm |outof range in range|

collect data
[ —

i

—I inc. counter

T notin range

'
reset cou nter|

in range

calculate delta

in range

not in range

The main steps are devoted on checking for
state, range of collecting data and delta. A part of
program loaded on Raspberry pi 3 as GATE,
regarding to the algorithm is:

{

"gateway conf": {
"gateway ID": "B827EBFFFE79235B",
"servers": [
{
"server_address": "router.cu.thethings.network",
"serv_port_up": 1700,
"serv_port_down": 1700,
"serv_enabled": true
¥
]’
"ref latitude": 42.1517592,
"ref longitude": 24.7381178,
"ref altitude": 17,
"contact_email": "stoitcho@abv.bg",
"description": "TTN TU-Plovdiv Gate 001"

n.on
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Setting the network key and app key to the
NODE using terminal is given on fig.8. An assigned
Gateway ID, to the “router of the things network”,
using port 1700, giving the position of our gate to
predefined coordinates, is established.

- Hypee! Termiinal -Ch-
Flle SetUp Help

Command Hislory

Texl Recaived

Ci el o
Ormamand:
Send O F
¥| Delete command aher send W CR e+ LF

onected = Port: [KOMI] = DaudRate: [ST600] = = Parity: (Hone] =

Fig. 8. Programing of the Node

5. Experiments and results

The real test and verification in the
presented WSN with sending and receiving data
between the connected node (N), (G) and TTN are
made. The followed figures show the results of
information exchanging (packets and payload) in
the frame of the developed network, denoted with
TU-Plovdiv_Gate 001. Due to the successful
registration at TTN the configured and programmed
gate starts operate. The Network Session Key, App
Session Key and Device Address are set to the nodes,
using ABP activation, can be seen on fig. 9, 10. The
messages are forwarded between the nodes. It is
established real communication between recent
nodes in the frame of TTN.

DEVICE OVERVIEW

Application ID

Device ID lora_mote_1

Description TU:Plovidiv Lora mate TEST device
Activation Methed 2
Device EUI <> B8 B A3 OB 02 18 42 EC [;
Application EUl  «» 76 B3 05 7E DA 9a BC A1 E
Device Address| <« 2601 14 B3
|Network SessionKey| < = o
App Session Key| < &  7B42 F3 ED 5C DE 9E 1D 7F F3 ED 4F A2 A7 06 90

Fig. 9. Registering to TTN

The device parameters are shown on next
fig.10. Real received messages are count (average
5382) and can be seen in menu gateway overview,

Hence it can be seen the chosen activation method
ABP, device address, NSK and AppSK.

Appiications bahur apol > Devices lora_mote 1 > Samtings

DEVICE SETTINGS SETTINGS

Description
TU-Flouidiy Lora mot TEST device
Devies EUI
= 0004 A3 080018 42 EC

Application EUI

7083DS 7EDOCOBCAL

Device Address

App Session Key

% 78 42 F3 ED 5C DE SE 1D 7F F3 ED 4F A2 A7 04 90

Frame Counter Width

# Frame Countar Chacks

Fig. 10. Setting an activation method

‘w\ THE THINGS CONSOLE
NETWORK COMMUNITY EDITION

Gateways O eui-b827ebfffe79235b

GATEWAY OVERVIEW

| Gateway ID I

Description Plovdiv001_Gate
Ownerg menemeto 1, Transfer ownershig
Status  not connected
Frequency Plan Europe 868MH:
Router ttn-router-eu

Gateway Key o

Last Seen yesterday

Received Messages 5382

Transmitted Messages 1

Fig. 11. Overall view of the GATE

GATEWAY TRAFFIC

Fig. 12. Data of the GATE operating

Copyright © by Technical University - Sofia, Plovdiv branch, Bulgaria
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Single packet data can be seen on fig.13. Payload
size, used frequency, etc. can be seen on fig.12.
These data could be appropriately representing the
temperature and light monitoring readings. The next
step of program development is to ensure the
proper, useful and readable interface to the users.

--------

APFLICATION DATA

Fig. 13. Confirmation of the application data
transmission

6. Conclusion

The work is devoted on developing,
configuration and commissioning of the LoRaWAN
for system control purpose in the case of missing
220V supply. A solution is found out by
combination between the LoRaWAN network and
MQTT protocol.

Some advantages of the system are: easy
maintenance; low cost; low energy consumption;
reliability and control system applicability; easy
connection to the Internet, long lifecycle. The
number of system nodes can be enlarged with up to
more than 1000 nodes connected with one gate (G).
In the particular test application for the industrial
network development it is obtained promising
results. To industrial environment for monitoring
process values like temperature, air conditioning
systems and etc. Each “node” could present sensor
one or many, or robot sensors, connected the main
node through the Gateway with LoRa. The paper
shows an example of the use of open network
protocols in networked mobile robot sensor system.
MQTT protocol allowed for the use of standardized
methods for data exchange in the sensor network.
Also greatly simplified the integration of new nodes,
the use of nodes information from other systems
and integrating with the Internet. The use of open
protocols simplifies software development work,
especially when it consists of a large number of
independent nodes. Also simplifies the maintenance
process, since it is possible to read information
about the industrial values and the status of
individual sensors without having to use special
tools.

The project is made to the stage designed,
configured, program developed in the frame of the
network and readiness for low cost control system
application. The achieved results (fig.9-13) show
the promising future work. Next improvement could
be devoted on program development to ensure the
proper, user interface, regarding to the process
control tasks. The future work will be focused on
many other applications designing, depicted by
separate NODES on fig. 4.
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CHUHTE3 HA ABEH MOJIEJIHO ITPEJICKA3BAILI
PEI'YJATOP 3A CUCTEMA OT YETUPU
PE3EPBOAPA

AJIEKCAH/IPA I'PBHYAPOBA, AJIBEHA TEOPI'MEBA, NTBAHA BBJIKOBA

Pesrome: Cummesupan e s6en mooenno npedckaseawy pecyramop 3a ynpaeienue Ha
cucmema om uemupu pesepsoapa. Ilpu saguume mMemoou GCUUKU USHUCTEHUS, CBbP3AHU CbC
CUHMe3a Ha ONMUMATHOMO YRPAGIeHUe, Ce U36bPUBAM NPe08aPUMENHO U N0 MO3U HAYUH
ce u36s26a HeoOX0OUMOCMmMa Om ONMUMU3AYUSL 6 pedanHo epeme. Aenuam npeockazeaiy
pezyramop e HenpeKvbCHama, no 4acmu JUHeuHa QYHKYUs Ha CbCmoanuemo, oeuHnupana
6bPXY NOAUXEOPATHO pPA30eIsiHe HA YeMUPUMEPHOMO NPOCMPAHCMEO HA CLCMOSHUEMO HA
cucmemama om pe3epeoapu.

KaouoBn aymm:  modenno  npedckazeaulo  ynpasnenue,  MHO2ONAPAMEMPUYHO
K6a0pamu4Ho npocpamupane, CUCmema om 4emupu pe3epeoapa

DESIGN OF EXPLICIT MODEL PREDICTIVE
CONTROLLER FOR A QUADRUPLE-TANK
SYSTEM

ALEXANDRA GRANCHAROVA, ALBENA GEORGIEVA, IVANA VALKOVA

Abstract: In this paper, an explicit model predictive controller for a quadruple-tank system
is designed. The explicit methods have the advantage to avoid the real-time optimization,
since all computations related to the solution of the model predictive control problem are
performed off-line for all initial states of interest. The explicit predictive controller for the
quadruple-tank system is a continuous, piecewise affine function of the system state, defined
on a polyhedral partition of the four dimensional state space.

Key words: model predictive control, multi-parametric quadratic programming

1. YBOa OCHOBHUTE TOpPUYUHU 3a

MoenHOTO — TIpeAcKa3BaIio

YCOCUIHOTO

yhpapienue ~— TPWIOKEHHE — Ha  MOJIETHOTO — MPEICKa3BAIIO

(MITY) m3monsBa sBeH MOJAEN Ha NWHAMUKaTa Ha

ynpaBieHue ca caeanute [1]:

obekTa 3a yIpaBjeHHE TIPH TIPEACKa3BaHE W e MIIY e NeCHOIPHIIOKUM 3a YIPABICHHETO Ha
ONTHMHU3HUPAHE HAa HETOBOTO OBJICIIO TOBEICHHE. MHOTOMEpHM  O0EKTH, 3a  pas3iuka OT
CxeMaTa Ha cHUCTEMa 32 aBTOMATUYHO YMpPaBIICHUE, KOHBCHIIMOHATHUTC MCTOAM 3a YIPABJICHHUC
ocuosana Ha MITVY, e nanena na dwur. 1. (manpumep I[IM]/[), mpu KOWUTO 3aKOHBT 3a
3a/aHde YIpaBICHHUE CE CHHTE3HpPa 3a IIHOMEPEH OOCKT.
r(?) IIo TakbB Ha4yWMH OTIAma HEOOXOAUMOCTTA OT
L JNEKyIUIMpaHe Ha JUHAMHYHHTE KaHAId B

Orrrumusanms| () O6ext [0, oOekTa.
(MIly) |Bxon H3XON e MIIV jaBa BB3MOKHOCT Ja CE H3IOJI3BAT
CIOXHU QHAJIMTAYHU MOJEIM Ha JUHaAMUKaTa
Ha oOOeKTa, KOWTO B IIOBEYETO CIIyYad ca

HM3MEpPBaHUA

Due. 1. Cxema na CAY, ocnosana na MI1Y.

HEJIMHEWHU. AHaIUTUYHUTE MOJEIIHN
MpPOU3THYAT OT 3aKOHUTE Ha (UIHYHUTE U
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XUMAYIHUTE TpaHC(HOpMAaIK, KOUTO HACTHITBAT
B 00€KTa, U Ype3 TAX MOKE MHOTO IMTO-TOYHO J1a
Cce TpeACKaXe U ONTUMU3UPA HETOBOTO OBJICIIO
JICUCTBUE B CPAaBHEHUE C JIMHEHHUTE BXOJHO-
U3XOJHM MOJENH OT BHUIA ,UepHA KyTHS ,
MoJlydeHH Ha 0a3aTa Ha EKCIIEPUMCHTAIHH
JIaHHU.

MIIY e weron 3a yIpaBiI€HHE, KOUTO
MI03BOJISIBA CTPUKTHO OTYHTaHE Ha
OTpaHWYEHHATA, HANOKEHU Ha YIPAaBISBAIINTE
BB3JCHCTBYS, Ha IIPOMEHJINBUTE Ha
CBCTOSIHUETO M Ha U3XOJIHUTE NPOMEHJIHMBHU Ha
obexTa. OOUKHOBEHO OTpaHUICHIITA,
HAJIO)KEHH Ha U3XOJHHUTE IPOMEHJIMBH Ha
JlaJieH OOEKT, ca CBBbP3aHU C M3WCKBaHHSITA 3a
Ka4yecTBOTO Ha KpailHus npoaykT. Haii-uecto
OTpaHUYECHHSTA Ha YIpaBIsBaIINTE
BB3JCHCTBUS IPOU3TUYAT OT XapaKTEPUCTUKUTE
Ha HAaCUUIAaHE HA U3MBJIHUTEIHUTE MEXaHU3MHU.
MHoOro 4ecTo Ha ymHpaBisBaIlIUTE BB3JCHCTBUA
ca HaJIOXEHM CBhII0O M OrpaHUYEHUS Ha
CKOpOCTTa Ha NPOMSIHA HAa TEXHUTE CTOMHOCTH,
HampyuMep BEHTWJIUTE WMaT OrpaHUYeHH
CKOPOCTH Ha OTBapsiHE U 3aTBapsHE.

MIIY e Merox 3a ONTUMAJIHO YIpaBICHUE U
Mo3BOJIIBA Ha OOekTra na paboTu OMU30 10
AaKTUBUPAHE HAa HAJIO)KEHUTE orpaHndeHud. [lo
TaKbB HAuMH TOW I03BOJISIBA IO-epeKTMBHATA
pabora Ha o0ekTa B  CpaBHEHHE C
KOHBEHIIMOHAJIHUTE METOIU 32 YIIPaBJICHUE.

B mocnegnuTe ABe NECETHIETHS YCHIIMATA
HAa MHOTO H3CIEAOBaTeId Cca HACOYeHH KbM
pa3zpaboTBaHeTo Ha sBHH MeTomu 3a MILY [2] -
[10]. IIpu Te3um MeETOAM BCHUYKH H3IYUCICHUSA,
CBBP3aHM CbC CHHT€3a Ha  ONTHUMAJIHOTO
yIpaBieHHEe, C€ M3BBPLIBAT MPEABAPUTEIHO MU IIO
TO3M HAuuH ce u30sIrsa HeoOXoOuMOCTTa OT
onTHMHU3alUs B pealHo Bpeme. ToBa TpaBu
BB3MOXKHO IpuioxeHuero Ha MIIY npu crnoxHu
MPOIIECH C MaJlbK MHTEpBaJl Ha AWCKpETH3alus, a
npocraTa coTyepHa M XapIyepHa peanu3alus Ha
SBHMA  TpeACKasBall  pEeryjarop TrapaHTupar
HaJEeKAHOCTTA Ha CUCTeMara 3a ymnpasieHue. B [2]
€ JI0Ka3aHo, Y€ ONTHUMAJIHOTO PELICHHE Ha 3a/a4ara
3a MIIY Ha nuHEHHHU JAUCKPETHU CHUCTEMHU C
OTpaHHYEeHMS € HEeNpeKbCHaTa, [0 YacTH JIMHEWHa
(GYHKLIMS Ha CBCTOSIHMETO, IepHHUPaHA BBPXY
MOJIMXEPATHO Pa3feisHe Ha IPOCTPAHCTBOTO Ha
ChCTOsTHHETO. Pa3paboTeH e U MmoaXoJ 3a CHHTE3 Ha
ToyHOo siBHO MIIY  uype3  pemaBane Ha
€KBHBAJICHTHATA 3aJa4a Ha MHOIOIIapaMeTPUYHOTO
KBaJIpaTUYHO Tporpamupane. Tyk, TO3U MOAXOX €
NPUJIOKEH 32 CHHTE3 HA SIBEH MOJIEIHO
MPEICKa3Ball] pPEryJaTop 3a CHUCTEMa OT YeTHpPHU
pesepBoapa.
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2. Metona 3a Touno sisuo MITY nHa JuHelinn
JUCKPETHH CHCTEMHU ¢ OTPAHUYeHHs

Tyx HaKkpaTKo € pasrieaan moaxoasT [2] 3a
CHHTE3 Ha SIBHM MOJICNHO  IpEJICKa3Ballu
peryJiaTopu 3a JIMHEHHHU CUCTEMH C OTPaHUYCHUS.

2.1. ®opmyaupaHne Ha 3agavaTta 3a MIIY Ha
JIMHeI{HU CHCTeMH ¢ OrpaHMYeHHs

Pasrnemzla CC 3a1a4aTa 3a peryjimpaHe KbM
HAYaJI0TO HAa JIMHEWHATAa JUCKPETHA CUCTEMA.
x(k +1) = Ax(k) + Bu(k)
(k) = Cx(k)

(1)
2

TIpH yIOBJIETBOPSBAHE HA CIETHUTE OrPaHUICHUS:
3)

BBB BCHYKHU JWCKpeTHH MOMeHTH k>0. B (1)-(2),
x(k)eR", u(k)eR" u y(k)eR” ca BexTopure
ChOTBETHO Ha CBHCTOSHHETO, VYIPABICHHETO |
U3XOH2, V,i's Viux U Upins Upe €& p- U M -MEPHU

ymin S y(k) S ymax s umin S u(k) S umax

BEKTOpH U nBoikata (A, B) e crabunmsupyema.

MojenHoTo mpenckasBallo  yHpaBieHUE
(MITY) pemaBa 3amadaTta 3a peryJupaHe IpH
HaJUMYMUETO HA OIPaHUYECHUS MO CIACAHMS HA4YuH [2].
Heka B Tekymms MoMeHT k Ja € W3BECTHA
M3MEpEeHaTa CTOMHOCT Ha BEKTOPa HAa ChCTOSIHUETO
x . ToraBa onTuMH3aIMOHHATA 3a4a4a:

V' (x)=minJ(U,x) (4)

Impu JaacHo xk‘k =X U Clla3BaHC HAa OrpaHUYCHUATA:

Vamin S Visik S Viman s 1= L..,N (%)

o <u,,<u. ,1=01..,N~-1 (6)
XetNlk €Q (7)

Xpsivip = Axp o + By, 1=0,1,.. N -1 (8)
Vivie = Cxii» 1=L ., N 9)

ce pemiaBa BbB BCEKM MOMEHT k, Kpaero N e
XOPU3OHTBT Ha Tpesckaspane, U =[u, ,...,u;  ]'
ChAbpkKa MPOMEHIMBATE 32 ONTUMHU3ALMSA, X, ©€
NpEeACKa3aHusIT BEKTOP HA ChCTOSHHUETO B MOMEHTa
k+1i, MOJTyYCH upe3 MpuIaraHe Ha
MOCJIeI0BATETHOCTTA oT yIpaBJIABaIIN
BB3IEHCTBHA Uy, ..., U,,, , KbM Mozena (1)-(2),
3ar04BaiiKu CBbCTOSHUETO X, Q e

nmonuxeapaiHa TepMHHaTHa obmact. B (4)
KPHUTEPHAT 3a ONITHMAITHOCT CE OIIPE/IeIs C U3pasa:

OoT a

N-1
J(U,x)= Z[kaﬂ'\k kaﬂ‘\k + ul;l-+iRuk+ii|
pay (10)

T
+ xk+N\kka+N\k



Tyk Q=0" >0, R=R" =0 u P>0 ca TernoBHH
1
Matpuni. [Ipenmonara ce, 4e aBoiikara (Q?,A4) e

o=C'C npu
royioxkeHue, ge apoiikarta (C, A) e HabmomaeMa).

HaOIoaeMa (Harpumep

MoJenTHOTO MpeaCcKa3Ballo yNpaBlICHUE Ce
OCHOBaBa Ha WJesITa 3a TpEeMecTBAIUs Ce
xopu30HT. ToBa O3HauyaBa, Ye B TEKYIIMS MOMEHT
k ce M34YuCIIABa PEIICHUETO HA ONTUMHU3AIMOHHATA
3amaga (4)-(10) (omTuManmHaTa TpaeKTOpHUsS Ha
YIPaBJICHUETO):

U™ (k) = [t oo sty ] (1)

HO Ha 00eKTa ce MpHiiara caMo mbpBaTa CTOHHOCT:
u(k)=u, (12)
Ocrananure ONTUMAJTHA CTOWHOCTH ce

nmpeHeOpersaT ©  3ajadata 32 ONTHMAIHO
VIIpaBJICHHE C€ peIllaBa HAHOBO B CIICIBAIIUS
MOMEHT k +1, KaTO ce W3MoJI3Ba HOBaTa M3MepeHa
CTOMHOCT X Ha CBCTOSHHETO Ha oOekTa.
YcToWunMBOCTTa Ha CHUCTeMaTa 3a yIpaBJEHHE Ce
[IOCTUTa 4Ype3 BKIIOYBAHE HA TEPMUHATHOTO
obmactHo orpanuycHue (7) BbB (OpMYIUPOBKATA
Ha 3aaa4ata 3a MIIY u u3non3pane Ha TepMHUHAIHA

uenesa QyHKuus Xy, ., Px,,., B kpurepus (10).
Orpannuenueto (7) ,,IpuHYKIaBa” CHCTOSHUETO Ha
cucTeMara B Kpas Ha XOPU30HTA Ha Ipe/CKa3BaHE
Ja Bie3e B TPEOBAapUTENHO  ONpexaeseHa

WHBapUaHTa obmact ), KOATO ChABbpPXKA HAYAIOTO,
Te. 0€Q.

2.2. Metoja 3a Touno asuo MITY

B [2] e pa3paboTeH moaxox 3a TOYHO SIBHO
MOJICJTHO TIPEJICKA3BaIl0 YNpaBJICHUE Ha JUHCWHU
JMCKPETHU  CHUCTEMH C  OrpaHWYCHUS  upes3
MHOTOIIAPaMETPUYHO KBaJPaTHYHO MPOrpaMHpaHE.
W3BecTHO €, dYe TmpeacKa3aHWAT BEKTOP Ha
ChCTOSIHUETO B MOMEHTa k +1 MOXe Jia ce M3pas3u
110 CJIICAHHA HAYUH:

i—1
X =A'x+D A'Bu,, (13)

j=0
Koraro B ontumusannonnara sanaya (4)-(10) x;,,,
ce 3amectd ¢ (13), T noOuBa BHA:

V*(x):leYermin lUTHUerTFU (14)
2 voo|2

IIpU CIIa3BaHC HA OrpaHUYCHHUATA:

GU W +Ex (15)

Tyx marpumure H=H' =0 u F,Y, G, W, E
Morar jecHo na ce momydar ot (4)-(10) u (13) mpu
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n3BecTHU Matpuii A, B um C Ha JnHeliHarta
CUCTeMa M M3BECTHU TETJIOBHU Mmatpum O, R u

P B xpuTepus 3a ONTUMAITHOCT.

OntuMuzanuonnara 3amada (14)-(15) e
3aladya  Ha  KBaJpaTUYHOTO  IPOTpaMHUpaHe
(Quadratic Program - QP). Twif karo Ta3u 3amada
3aBHCH OT TEKYIIOTO CHCTOSHHUE X HAa CHCTEMAra,
peanuzanuara Ha MIIY Hamara peimiaBaHeTO B
peaJlHO BpeMe Ha 3aJada Ha KBaJIPaTUIHOTO
MporpaMupaHe BbB BCEKHU JTUCKPETEH MOMEHT OT
BpeMe. Bbmnpekn uye chiiecTByBaT e(eKTHBHU
METOIU U CO(TYyepHU CPEICTBA 3a KBaJAPaTUYHO
MporpaMupaHe, W3YUCISIBAHETO HAa ONTUMAIHOTO
yIOpaBlIeHHE € CBBP3aHO ChC  3HAYUTEITHH
m3uucnutenan ycwnusa. I[lopaam TOBa  mockopo
MITY ce mpunaraimie npeAUMMHO 32 “OaBHU HW/HIH
“MajKkn’’ 00CKTH.

®opmynupaHara no-rope 3agavya 3a MITY

JaBa 3aBHCUMOCTTA Ha YIPaBJISBAIIOTO
BB3aelicTBue u(k) oT cbcrosHMeTo Xx(k)=x TIO
HesBeH HaumH —  gpe3  (14)-(15). Upes

Pa3rIeKAAHETO HA X KATO BEKTOP OT MapaMeTpu
menTa Ha Tomxoma B [2] e 3agadara  Ha
KBagpatuyHoTo mnporpamupane (14)-(15) nma ce
peum B off-line pexxuM 1Mo OTHOIICHHE HA BCHUYKH
CTOWHOCTH X, KOUTO NPEACTABISABAT WHTEpPEC, U
3aBUCHUMOCTTA Ha # OT X Ja Ce M3pa3u 1O SBEH
HAYMH.

Karo ce wMar mnpeaBua TOHSITHATA,
W3MON3BaHU MPH H3CICIBAHE HA ONEPAIUHTE,
3aJjauuTe Ha MAaTEeMaTHYeCKOTO MpOrpaMHpaHe,
KOUTO 3aBUCST CaMO OT €JIUH CKaJlapeH Mapamerhp,
ce  Hapuyar 3aJaYyd Ha  MapaMeTPUYHOTO
MporpaMupaHne, JOKaTo 3aJa4uTe, KOUTO 3aBUCAT OT
BEKTOp OT MapaMeTpH, ca U3BECTHH KaTO 3aJaud Ha
MHOTOIAPaMEeTPUYHOTO Tporpamupane. ChriacHO
Ta3d TEPMHHOJIOTHS ONTUMH3AIMOHHATA 3aJada
(14)-(15) e 3amawa Ha MHOTOMAPAMETPHUIHOTO

KBaJpaTHYHO mporpamupane (multi-parametric
Quadratic Program - mp-QP).
B [2] e pa3paboreH anropuTeM 3a

U(x) u Ha

MHUHHManHata croitHoct V (x)=J(U (x),x) Ha

n3passiBaHe Ha PCUICHUETO

KPHUTEPHs 32 ONTUMAJIHOCT KaTo sSBHH (DYHKIMH Ha
mapamMeTpuTe X W ca  OXapaKTepU3UpaHH
aHAIMTHYHUTE CBOWCTBa Ha Te3n ¢yHkiuu. Heka
XcR” e
MPOCTPAHCTBOTO HA CHCTOSHUETO, B KOSITO CE€ ThPCH
U'(x), a X, cX e

ochlllecTBUMara obmact, T.e. o0mactta OT
napaMmeTpu x € X , 3a kouto mp-QP 3amaudara (14)-
(15) wuma pemenue. B [2] e gokazano, ue
ocelllecTBUMaTa obmact X € W3IbKHalA,

MOJIUXE/IPaTHA obnact oT

sgBHaTa 3aBHCHUMOCT

s
ontumanHoto pemenne U (x): X, —»R™ e

Copyright © by Technical University - Sofia, Plovdiv branch, Bulgaria



HENpeKbCHATa, 0 YacTH JWHEHHa ¢QYHKOHA, a
ONTUMAaJIHATA CTOMHOCT Ha IeneBaTa (QYHKIHS

V'ix): X ;P R e HenpexbcHaTa, H3MBKHAIA U 110
yacTH KBajgpatuuHa QyHKous. Ha Oazata Ha Tes3u
pesyntatu B [2] e pa3paboTeH airopuThM 3a

pemaBane B off-line pexxum Ha mp-QP 3amaun. B
pe3ynTaT Ha M3MBIHCHHETO Ha TO3U aJTOPUTHM CE

.
MojlydyaBa TOYHOTO SBHO pemieHue u = f(x) Ha

3ajayaTa 3a MOJICIIHO MpECKa3Ballo YIpaBICHUE
(4)-(10) BBB BHIa Ha cliegHATa MO YaCTH JMHEHA
GyHKIHS:

u =K/x+ki ako Hx<h', i=1,...,Nyp.(16)

{H'x<h'},

pa3acisiHe

Tyk monuxegpanHuTe  00JACTH

N,

>+ "MPC
(cTpykTypupaHe) Ha pasriexmaHata obimact X ot
MPOCTPAHCTBOTO Ha CHCTOSTHUETO.

3a W3UMCIIIBAaHE HAa  YNPaBIABAILIOTO
BB3ACUCTBHE B pealHO BpeMe ce Ipujlara CIeIHUST
anroputeM [2]:

Anaropurbm 1:

1. B Texymmst MOMeHT k ce TMoiydaBa
u3MepeHara CTOMHOCT X Ha BEKTOpa Ha
CBCTOSHHUETO.

2. Ompenenst ce monuxeapainHara obiact

i=1,.. MIPEICTaBIISBAT

{H'x<h'}, BKOATO ce HamMupa X.

3. CroiiHocTTa Ha  yIOpPaBISIBAIIOTO
BB3ACUCTBHE, KOATO C€ Ipwiara Ha o00eKTa, €
u(k)=K/x+kj.

B [5] e paspaboren codryepeH mnaker
(Multi-Parametric Toolbox - MPT) B cpemara Ha
Matlab 3a cunte3 Ha sBHO MIIY 3a nuHeitHn u
xuOpuaHd (MO0 YacTW JIMHEHHM) CHUCTEMH C
orpannueHuss. C To3uM TynmOOKC Morar na ce
pemraBaT pa3HOOOpasHM  3a/adul KakTo TI0
OTHOIICHUE Ha BUJIa Ha KPUTEPHS 332 ONTUMATHOCT
(luHeeH, KBaJpaTW4eH WJIM MHHHMAIHO BpeMe),
TaKa W 10 OTHOIICHHE Ha MAaTeMaTHYECKOTO
ONMCaHWE Ha JIMHEWHaTa cucreMa (CHCTEMH C

MOCTOSIHHM  aJUTUBHU CMYUICHHA, CHCTCMHU C
MOJIUTOITHU HEOIPEIETICHOCTH, XUOPUIHU
CHCTEMH ).

3. CuHTe3 Ha sIBeH NpeacKa3Ball peryjaarop
3a cucTeMa OT YeTHPH pe3epBoapa

ITogxoapT [2] € TpWIIOKEH 3a CHHTE3 Ha

SBEH MOJICJIHO IPEACKa3Balll peryjarop 3a
nabopaTopHa CHCTEMa OT YETHUPHU pe3epBoapa.
3.1. HeauHeeH aHAJUTHYEH MOJE] HA
JUHAMHMKATA HA CHCTEMATa
Cucremara OT 4YeTHpPU pe3epBoapa ¢

npencraBeHa cxeMatuyHo Ha @ur. 2 [11]. Henta e
Jla Ce peryJiMpa HUBOTO Ha JIOJIHUTE JIBa pe3epBoapa

-39

Ype€3 HU3MO0J3BAHCTO Ha ABE ITOMIIU. YHpaBJ'IﬂBaH_II/I

BL3HGﬁCTBHH ca v nu v, (QJ'IGKTpI/I‘IGCKI/ITe

HalpeXXKeHHs, TMOJaJAEHH KbM  IIOMIHTE), a
peryiaupyeMu IpOMEHJIMBU ca y, U p, (HUBaTa B

pesepoaputre 1 u 2). Yerupure pesepBoapa Ha
nabopatopHata cHCTeMa ca HampaBeHH OT
TUIEKCUTIIacoBH TphOU. Bceeku pesepBoap e ¢
BucounHa 20 [cm] m mmamersp 6 [cm]. [IBeTe
nomnu uMat kamarutet 2.5 [I/min]. 3a usmepBane
Ha HUBATa CE U3IMOJ3BAT KAMAI[UTUBHH E€JICKTPO/IH.

pesepBoap
3

pe3epBoap
4

nomna 1

A

pesepBoap mommna 2

1

pe3epBoap
2
Vi 2

Vi V2

@Due. 2. Cucmema om yemupu pesepgoapa [11].

AHaTUTHYHHAT MOJEN, OITKCBAIIL
JMHAMUKaTa Ha cuctemara e [11]:
; q a, ik,
=4 Pah +& gh, + 150 (17
h Alx/ghl Al\/ga L an
. a a v,k
h, =——2./2gh, +—+\2gh, +*2%v, (18
2 4, g, 4, sny ] ,  (18)
' a (I=7)k
h, =——[2gh, +—2"2y 19
3 4, 8h, A, 2 (19)
. 1—y)k
h,=—2+ [2gh, +%V1 (20)
4, 4,

Tyk, A, e miomrTa Ha HAIPEYHOTO CEYECHHE HA I -

THSL pe3epBoap, 4,

1

¢ IUIOIITa Ha HAMpPEeYyHOTO
CeYeHHE Ha 0TBOpA Ha M3XOJa OT [ -THS Pe3epBoap,
h. ¢ HUBOTO Ha BojJaTa B [-THS pe3epBoap.

i
EnexTpuveckoTo HampexeHue, MPUI0KEHO KbM i -
Tarta IIoMIia € v, KaTO CbOTBCTCTBAIUAT MY pPasxo/
Ha Bojarta e k,v,. CroiHOCTUTE Ha MapaMeTpuTe
7, ¥, €(0,1) ce ompemensT OT MOJOXKEHUATA Ha
JBaTa BEeHTHJ]A. Pa3XxoabT HAa BXOSIIMS MOTOK 32



1
Pa3xomuTe Ha BXOASIIMTE MOTOIM 3a
u (1-y,)k,v,,
CBOTBETHO. 3€MHOTO YCKOpPEHHUE € O3HA4YCHO C g .

nBeTe HHUBa (B
=k.h u y,=k_.h,, xpaero

pe3epBoap e
A=y)kyv,.

pesepBoapu 2 u 3 ca p,k,v,

kv, a 3a pesepsoap 4 e

Wsmepenute CTOWHOCTH Ha
pesepBoapu 1 u 2) ca y,
k. e xonctanTta. CTOMHOCTUTE Ha MapaMeTpUTe Ha
cucremarta ot 4 pesepBoapa ca gajenu B Taom. 1.

Tabauua 1. Cmotinocmu Ha
napamempume [11].

Mapamersp Croiinoct
A, A, 28 [em’]
4,, 4, 32 [cm’]
a,, a, 0.071 [cm’]
a,,a, 0.057 [cm’]
k, 0.50 [V/ cm]
[k, k,] [3.33, 3.35] [cm’/Vs]
[715 7] [0.7, 0.6]
g 981 [cm/s’]

3.2. JIuneapusupaH Mojes HA JMHAMMKATA
HA CHCTEMATA

Llenta Ha ympaBlIeHUETO € HUBATa A, u h,

Ja Cce TMOAIbpXKAaT Ha CICIHUTE 3aJajCHH
CTOMHOCTH:

h =12.4[cm], h, =12.7 [cm] 21)
CpoTBeTHHUTE CTOWHOCTM HA  hy, A, v,Vv, B
YCTaHOBEH PEXUM Ca:

h; =1.6 [cm], h, =1.45[cm

Totmb R =LA )
v, =3.04[V],v,=297[V]
Upes BBBEXKJIaHE Ha MPOMEHJINBUTE
x, =h —hi*, i=1,234 u u =v, —v,i=12, u
TUHEeapu3upaHe Ha HEIWHEHHHWTE 3aBUCHMOCTH B
momena  (17)-(20), ce TmomyuaBa  CICHHHST
nuHeapu3upad mojen [11]:
x(t) = Ax(¢t) + Bu(t
(1) = Ax(t) + Bu(z) 23)

y(1) = Cx(1)

[1-40

T AT 4
0 _L 0 A4 }/2k2
I A P A
T 4
L L A |
k. 00
=0k 00 }
(24)

B (24), T,i=1,2,3,4 ca BpeMEKOHCTAHTUTE Ha
CUCTEMaTa, KOUTO CE€ OIPEIEIIT C:

2
r-4 |2
a. g

1

,i=1,2,3,4 (25)

3.3. CuHTe3 HA SIBEH MO/JEJIHO NPeACKA3BAIL
peryJaarop
Hexka B Tekymms ITUCKpPETEH MOMEHT k
U3MEPEHHAT BEKTOP HA ChCTOSHHUETO HA CHCTeMaTa
OT 4YeTHpHM pe3epBoapa 1a € X =[x,,X,,X;,X,] .
3amavara 3a ONTHMAIHO peryjHpaHe Ha HUBaTa B
pesepBoapu 1 U 2 ce CBCTOM B peHIaBaHETO B
MOMEHTa k& Ha clenHata 3ajada 3a MOJEIHO

npeacKa3Balio ynpaBJICHUC!
V' (x)=minJ(U,x) (26)

IIpu Jaa€HO xk\k = X W ClIa3dBaHC HA OIpaHUYCHHUATA:.

-3.04[V]1<u,,,, <2.96[V], i=0,1,...,N, =1(27)
297 [V1<u,,,, £3.03[V], i=0,1,...,N, —1(28)
Xy = A + Buy.,, i=0,1, .. ,N—1 (29)

B (29), Awu B ca MAaTPHUITUTE B TUCKPETUIUPAHUS
JIMHEEH MOJIEN Ha CHCTeMara OT YeTHPH pe3epBoapa
(uHTEpBAT  HA  JUCKPETH3AINS T =2[s]).
Kpurepust J(U,x) ce onpexaens c:

N N, -1
T T
J(U,x)= in,k+i\kai,k+i|k + Z R, (30)
=1 =0

KbJIETO N € XOpPH30HTBT Ha HIpejckasBaHe, N, e
=T,,T T T
=[ug, sty 4] ©

TpPaeKTOpHATa Ha YNPaBIISBAILIOTO BbH3JEHCTBUE B
paMKuTe Ha XOpWM30HTA Ha ympasieHue, a 0 u R

XOPHU30HTHT Ha yrpasieHue, U

ca [IOJIOXKUTEJIHO ONpeJIelIeH! TETII0BHU MaTPULIHU.
H360pbpr Ha xopusonture N, N,

teroBHuTe Matpuin Q u R B kpurepus (30) e ot

u

CBILIECTBEHO 3HAYeHHE 3a KadecTBoTOo Ha MIIY. 3a
Jla uMa 3anadara 3a MITY ochluecTBUMO pelIeHUE €
HEOOXOAMMO XOpPU30HTHTE Jia ca JOCTaThYHO
TOJIEMU. ()T anvra cTnaHa. TINEKAJIIEHO TOJIEMUuAdT



XOPHU30HT O OBEJ 10 3HAYUTEIHU W3YMCIUTEIHU
yCHJIUSL TIPH CHHTEe3a Ha SBHUS IIpe/ICKa3Balll
perynatop. B o0mms ciydaii mnpaBunara  3a
HacTpoiiBaHe Ha TerjaoBHUTE Matpu O U R mpu

CUHTE3a Ha JHMHEWHO-KBaJpaTW4yeH perynarop B
OTCBCTBHE Ha OIPAaHWYEHHUS ca MOAXOJAMNM U MpHU
n300pa Ha Ha4YaJHU NPUOIMKEHUS 32 MaTPHULIUTE
O u R npu cunreza Ha MITY.

3a cuHTe3a Ha  SBHHUS  MOJEIHO
MpeAcKa3Balll peryjiarop 3a yHOpaBiIeHUE Ha
cucTeMaTa OT YETHpPU pe3epBoapa € H3MOJI3BaH
codryepuusar maker MPT [5]. Xopusonrture Ha
npeacKa3BaHe U ynpasineHue ca N=5, N, =2, a
TerioBHATe Marpurn B kputepmst  (30) ca
0 =diag(10,10,1,1), R =diag(l,1). Ha ®wur. 3 ca

NaJCHH TPACKTOPUUTE Ha IPOMEHJIMBHUTE Ha
CbCTOSIHUETO W  yIpaBisBalllUTE Bb3ACHCTBUS,
MOJIYYEHH C SABHUSA MOJEIHO IpeJcKa3Ball

perymnarop. bposT Ha monuxeapanHUTE 00JIacCTH B
CTpYKTypaTa Ha 4-MEpHOTO TIPOCTPAaHCTBO Ha
CBCTOSIHHETO Ha peryiatopa ¢ 4127.

Evolution of states

X

§ 1

= _

» Xy
X
X, |

100 150
Sampling Instances
Ewlution of control moves

. i

5

o

c

50
Sampling Instances

150

Que. 3. Onmumaniu mpaekmopuu Ha
CLCMOANHUEMO U YRPABTIEHUETHO.

Or Qur. 3 ce BWXKAa, Ye B HAYAJIOTO Ha
TIPEXOTHUS porec JIBETE yIpaBIsBaIIN
BB3JICUCTBHS Ca TIPUEIIM MaKCHMAaTHO BB3MOKHHUTE
CTOMHOCTH, a ONTUMAIHHUTE TPACKTOPHH Ha IBETE
peryiaupyeMu HOpOMEHJIMBU Y, =X, U P, =X,
3aTUXBaT 0BP30, 03 MpeperyaupaHe.

[1-41
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MO/IEJIUPAHE HA KPAYEILl POBOT YPE3
BUBJUOTEKA SIMMECHANICS™ B MATLAB®

LIEPU® IIEPU®, MIOPJAH KPAJIEB, BECEJIMH KbHUYEB

Pesrome: Ilenma na cmamusama e 0a ce uzepadu CUMYIAYUOHEH MOOeL HA 1A6OPAmMoper NPOmMoOmun Ha
Kpauew pobom paspabomen om asmopume. Ilpedcmasenusam mooen e mexanuyna cucmema om 17 mewpou mena u uma
17 pomayuonnu cmenenu Ha csobooa. SimMechanics ocuzypsasa cpeda 3a CUMyIupane Ha MHodcecmeo mooenu 3a 3D
MexanuuHu cucmemu, kamo Hanpumep pobomu. SimMechanics gopmyrupa u pewasa ypasHenusma 3a 08UdNCEHUE HA
ysnama mexanuuna cucmema. Mozam oa ce é2padsm nanviano cenobenu enemenmu om CAD ¢ exaouenu gcuuku macu,
unepyuu, cmenenu Ha c60600a, oepanuyenus u 3D ceomempuuen mooden. ma onyus 3a asmomMamuito 2eHepupane Ha
3D anumayusi, KOSAMO NO360156a 0A Ce BU3YANUUPA OUHAMUKAMA HA CUCTEMAMA.

KuarouoBu xymMu: modenupane, kpawew, pobom, SimMechanics, xymanoud, mobuien pobom

MODELING OF BIPED ROBOT WITH
SIMMECHANICS™ TOOLBOX IN MATLAB®

SHERIF SHERIF, JORDAN KRALEV, VESELIN KUNCHEV

Abstract: The purpose of the paper is to build a simulation model of a laboratory prototype of a biped model
developed by the authors. The presented model is a mechanical system of 17 rigid bodies and has 17 rotational degrees
of freedom. SimMechanics provides a simulation environment of various models of 3D mechanical systems such as
robots. SimMechanics derives and solves motion equations of the whole mechanical system. There is an option to model
fully assembled systems from CAD with included inertial parameters, degrees of freedom and constraints defined in the
3D geometrical model. There is also an option for automatic production of a 3D animation video for correspondent
visualization of system dynamics.

Key words: modeling, biped robot, SimMechanics™., humanoid, mobile robot

1. BbBenenue ocurypsBaT Cc IIOMOLITa Ha  CEPBOMOTOpPU
pasMoNIOKEHH II0 Is1aTa KOHCTPYKIUS U ca
pasnpesneneHd Mo CIeIHUSIT HayuH: OOLI0 JIeceT

CCPBOMOTOPA 3a KOHCTPYKIMATA HA KpakKaTa — IIO

Or 1970 r. 1o MOMeHTa ca MpPOBEIACHU
MHOTO TIPOYYBaHHS 3a ABYKpak xozemr poOot. [lo
BpEME Ha TO3U MEPHOJ, IBYKPAKHUIT XOAeIl poOoT €

MpUIOOUI HAaWMMEHOBAHHWETO CH Ha XyMaHOUJCH
po0OOT ¢ pa3BUTHMETO HA TEXHOJOTHATA. MHOTO
M3CJICIOBATeNId  OYaKBaT, Y€ MHIYCTPHUITa Ha
XYMaHOHUJHUTE poOOTH i€ ObIe IHASPHT  Ha
texHosorunte Ha XXI BeK U 4OBEUECTBOTO HaKpas
e BJIE3€ B €pa, B KOSATO MMa IOHE IO €IuH poOoT
BbB BCEKH JIOM. B MOMEHTa, XyMaHOUHH POOOT ca
pa3paboTmiiu JocTa W3CIEeNOBATENICKA TPYIH 4pe3
mwiarpopmen pobot. [[oOpe Mmo3HATH XyMaHOWIHH
pobdotu ca Asimo Ha Honda u Atlas na Boston
Dynamics.

OOEKT®HT, KOMTO ce MOIeThpa
MpeacTapisiBa J1abOpaTOPeH MakKeT Ha Kpauyelll
pobot. PoOOTBT ce CBCTOM OT CeIeMHaJeceT
cremeHd Ha cBoboma (17 DoF), xouto ce

MeT 3a BCEKM Kpak, WIECT CEPBOJBUTATENS 3a
KOHCTPYKIUATA HAa PBLCTE — IO TPH 3a BCAKA PbKa
¥ €IWH CEpBOMOTOp 3a TiaBaTa. Bph3kara Mexmy
CEpPBOMOTOPHUTE CE€ OCBIIECTBSABA C IMOMOINTA Ha
alyMUHHEBaTa KOHCTPYKIHMs Ha poboTta W upes3
CBBP3BAIIU CIICMCHTH.

Ha ¢wur. 1 e nokazaHa KOHCTPYKIHUATA Ha
crio0OeHus 1abopaTopeH MakeT Ha Kpadel] poOorT.
Konctpykiusita e usrpajzeHa ot 1 MM alyMHHUEBA
CILIaB, KOSATO € JIeKa U C BUCOKA SIKOCT.

2. Moaenupane

IIpu MopenaMpaHeTo Ha Kpadenms poboT e
Ch3/IaJIcH HEJIMHECH MOJIeN upe3 H3MOJ3BaHE Ha
oubamorekata SimMechanics™ B Simulink.

Copyright © 2018 by Technical University of Sofia, Plovdiv branch, Bulgaria
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@Due. 1. JlaboparopeH MaKeT Ha Kpayer po0boT

Ha ¢ur. 2 e magen MexaHWYHHAT MOJET,
u3rpajgeH upes Oubamoreka SimMechanics'™ B
Simulink Ha pa3paboTenus 1abopaTopeH MakeT Ha
XYMaHOHJICH pOOOT.

2.1. Baok 3a paGoTHa 00J1aCT HA MAIIMHATA
Ha ¢ur. 3 e magen OmoxbpT 32 paboTHaTa
o0jacT Ha MallMHATa, KOWTO ompejaeis padoTHaTa
00J1acT Ha MEXaHWYHATa CUMYJIAllUs 32 MalluHaTa,
KBM KOSITO € CBbp3aH. To3u 0JIOK nMa HaCTPOHKH 3a
TUHEApU3aIUsl ¥ BU3YaIH3aIIUs.

<

Machine

Env i
Environment

@ue. 3. biok 3a paboTHA 06J1aCT HA MaIlIMHATA

2.2. BJI0K 32 ONIOPHA TOYKA

Ha ¢ur. 4 e nokasan OJOKBT 3a OIOpHA
TOYKa, KOHTO Ce U3MOJI3Ba B MEXaHUYHHS MO/JICIT.

oncmee

sagll

el 2 |1 A1 -
R = L= . ,
- ;

(m

=1
e
it
file «
icty

e -1

R !

\ige

@Due. 2. MexaHnueH MOZIeN Ha Kpaden] poOoT

To3u 610K ce U3M0JI3Ba, KaToO OMOpPHA TOYKA
3a [1aTa CUCTEMa, KOraTo € B MOKOH U ChINO Taka
KaTo HEMOJBI)KHA OCHOBa 3a MPHKPEIBAHE Ha
MalmvHu  CJIEMCHTHU, HaIpUMEp OCHOBAaTa, 10O
KOSITO € pasnojokeH pobora. BioksT 3a omopHa
TOYKa C¢ CBBp3Ba KbM OJIOKAa 3a CcTaBa 3a Ja ce

OHpC)Z[CJII/I MCCTOIIOJIOKCHHUECTO B a6COJIIOTHaTa
KOOpILI/IHaTHa CHUCTCMA.
Ground

SIS

@Due. 4. biok 3a onOpHa TOUKa

2.3. Baiok 3a cTaBHA Bpb3Ka € 1IECT CTeNeHU
Ha cBOOOAA

Ha dur. 5 e nagen 610KbT 3a CTaBHA BPB3Ka
C IIecT cTerneHu Ha cBoOona. B To3u 610k uma Tpu
TpPaHCIAIMOHHU M TPH POTAIMOHHU CTETIEHW Ha
cBoOoza.  brokbT  mpencraBnsBa  Ha-00II0
IBIDKCHHE Ha CHMBOJMYHOTO cBoOoaHO Tsy10 (F) 1m0
OTHOILEHUE HA CUMBOJIMYHOTO OMOPHO Tsi10 (B).
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@ue. 5. biok 3a craBHa Bpb3Ka C LIECT CTENEHU HA
cBoOOIa

2.4. Baok 3a TBBPAO TAJIO
Hanen e nHa ¢ur. 6. Upe3 to3m OJ0K ce
MOJICTIMPAT TBBPAUTE BPH3KU, KOHCTPYKIUATA HA
cThIIaJIaTa ¥ KPallHUTE €JIEMEHTH B CTPYKTypara Ha
pblieTe Ha KpauemusaT poOoT. BIoKbT 3a TBBPAO
TSJIO € €IUH OT OCHOBHHTE €JIEMEHTH BBHB BCHUYKU
MEXaHUYHU MOACIN HA MEXAaHU3MUTEC.

H
0
Body é
N
1)
0

i

@ue. 6. brok 3a TBBPJO TAIIO

BioKbT 32 TBBP/AO TAJIO0 MO3BOJISIBA 1 C€
YTOUHSIBAT CJI€HUTE MAPAMETPH :

e MacoBu CBOMCTBA — T€ BKIIOYBAT MacaTa
Ha TSAJIIOTO Hu cu B3auMO/eiiCcTBAT C
TpaHCIAIMOHHUTE CHIIM ¥ WHEPLIMOHHUTE MOMEHTH
OTIPEACIIAIIA BhPTSILIUS MOMEHT.,

e KoopauHaTHUTE CHUCTEMH Ha TSUIOTO —
II'bPBOHAYAITHO OJIOKA 3@ TBBPIO TSUIO ONPELII TPH
JIOKAJTHA KOOPIWHATHH CUCTEMH, €IHa CBBp3aHa C
IeHThpa Ha TexectTa Ha TsuioTo (CG) u nBe npyru
(CS1 u CS2 ), cChbOTBETHO CBBP3aHU C JIBE APYTH
TOYKH Ha TSIOTO, KOWTO CE€ OIpenesiT OT
MPOEKTaHTA.

3a M34YHUCIIABaHE HA WHEPIUOHHUAT MOMEHT
Ha CEpBOMOTOpa, TOM IIe ce pas3rjiena Karo
€KBHUBAJICHT Ha TapayieJienuIie]], 1ajeH Ha ¢ur. 7.

I"
4
b R
'I

@Due. 7. EXBUBAJIEHT Ha CEPBOMOTOP

B Tabmuuma 1 ca pageHu ¢opMmyauTe 3a
WHEPIMOHHUTE  MOMEHTH  Ha  TPaBOBI'BJICH
napanesnenure; Mo TPUTE OCH, COPSMO MacaTa U
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Tabnuya 1. @opmyau 3a
UHEPYUOHHUTNE MOMEHMU

Jx Jv JZ

m m m
> (a® + b?) > (a% +¢?) ?(b2 + c?)

Cren xaTo ce W3YUCIIAT WHEPIIMOHHUTE MOMEHTH
10 TPHUTE OCH, T€ CE BHBEXKIAT B €IHA MAaTpPHIlAa Ha
WHEPIIMOHHUTE MOMEHTH J, KOATO MMa CICTHUST
BHUI:

Jx 00
J=10 Jy 0 (1)
0 0 J,

[lo rnaBHMAT OuaroHan, KakTo ce 3a0ens3Ba OT
¢opmynara ca BbBEIEHH WHEPLIHUOHHUTE MOMEHTH
M0 OCUTE, a W3BBH JAMArOHAJIHUTE EJIEMEHTH ca
HYJIM, [IOHEXE HHEPLUOHUST MOMEHT € HM3YHUCIICH
COpPSIMO LIEHTHPAa Ha TEXECTTa, TOECT OCHTE Ha
KOOpJMHATHaTa CHCTeMa ChBIAJAaT C TOYKara Ha
LeHTbpa Ha  Texecrra.  Marpunara  Ha
MHEPLMOHHNTE MOMEHTH CE€ BbBEX/A B AUAJIOIOBUS
MpO30pel BKIIOYBAI BCHYKH HACTPOMKH Ha OJoKa
3a TBBPJIO TAJIO.

2.5. BJ1oK 3a 3eMHa peakuusi

Ha ¢ur. 8 e nmamena moacucremarta Ha
BBTpEIIHATA CTPYKTYpa Ha OioKa.

@”J >
l =

Body Sensor Vertical leg
Demux position

ijDrmZ
M L <=0 »l
5

Compare
To Constant

.'% =

Mux Reaction force of
the support

@ue. 8. BrrpemHa cTpykTypa Ha 0JI0Ka 3a 3eMHa
peaxius

@Cunrﬂ

Enable Subsystem

Outt In1 [«

Body Actuator

BroxbT 3a censop (Body Sensor) m3mepsa
JIBIDKEHHETO MO0 KOOpAWHATHATA CHCTEMa Ha Oroka
3a TBBPAO TS0, KbM KOHTO € CBBp3aH OJoKa 3a
3eMHa peakKIys, ChIIO TaKa WMa OIIIUS Ja U3MepBa
BCUYKA KOMOWHAIIMK OT TPAHCIANMOHHU |
POTAIMOHHH IBHYKECHHS.

Brmoxbr 3a nBmxkenue (Body Actuator)
BBBEXK/A B JIBIKCHHE OJIOKA 3a TBBPJAO TSIO C
0000IIeH CcUTHAT 3a CWiIa, [PEICTaBIsABAILl
CHITA/BBPTAII MOMEHT MPHIOKEH BBPXY TAIOTO.
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biokbT Mux ciyxu 3a TojlydaBaHe Ha
KOMIIOHEHTUTE Ha BEKTOpa, Karo OpoaT Ha
M3XOJIUTE TOKAa3Ba, KOJKO CThHI0Aa Ie HWMa BBHB
BekTOpa. Haii-BaxkHa ¢ uwH(opmaIus Mo y ocTa,
MOHEeXKe TS TIPEACTABIsIBA BHCOYMHATA MEXIY
3eMsTa W KOHCTPYKIHATA Ha CTHIAIOTO, a
nH(pOopMaIUs 32 TPEMECTBAHE 110 OCUTE X U Z HE €
HeoOXoamMMa, TIOHEXE  JBIKCHHATA IIE  CE
M3BBPIIBAT 10 HACATHO TJIAJKa MOBBPXHOCT H
CWJIaTa Ha 3eMHAaTa PEakiys € Haco4YeHa Harope,
camo 110 y OcCTa.

Brmokpr Demux mnony4aBa uHGbOpMAIUI
caMo 3a KOMIIOHEHTa OT y OCTa, M € BEKTOp C €IHUH
CTBIO.

broker 3a cpaBuenme (Compare To
Constant) cpaBHsIBa 9HCJIOTO, KOETO MIIBAa Ha BXOJa
My C 3a1ajeHoTo B Oioka 3a paspemeHue (Enable
Subsystem).

2.5.1. bJaok 3a paspenienune

Ha d¢ur. 9
CTPYKTypa Ha OJI0Ka.

€ TIIOKazaHa BBbTpPCHIHATA

P controller

o |
Enable  Outl In1

@ue. 9. BeTpenina cTpyKkTypa Ha 0JIoKa 3a
paspenicHue

BbnoksT Enable, pa3pemiaBa M3MBIHEHHETO
Ha MoJIcCHCTeMara Ha 0JI0Ka 3a 3eMHa peakuus. Tasu
MOJICUCTEMA CE M3ITBJIHSABA CaMO IPH YCIOBHE, Y€
uMa equnnna B Omoka Enable, Toect xorato mma
KOHTaKT ChC 3eMATa, TOHEKE aKO HSAMa KOHTAKT ChC
3eMsiTa IMe ce Mmoiydd Hyna B Enable Omoka u
MOoJICHCTEMaTa HsMa JIa C€ H3ITBJIHSBA.

Ot BbTpelIHATa CTPYKTypa Ha OlloKa, ce
3abens3Ba, 4e Toil ce cberon oT enuH [1-perynarop,
KOMTO € ¢ OTpuuareieH 3HaK, IOHEeXe e
oTpHLaTeNTHa 00paTHa BPb3Ka.

Ha ¢ur. 10 e pmamena rpadukara 3a
BEPTHKAJIHOTO IIOJIOKEHHE Ha KOHCTPYKIHMATAa Ha
Kpaka OT MEXaHUYECKHUS MOJIEN Ha Kpadeuus poooT

(¢wur. 2).

BepTukanHo nonoxeHune Ha Kpaka

0.015

0.01

0.005 e A—f— | L

height, [cm]

0 0.01 0.02 0.03 0.04 0.05 0.06 0.07 0.08
time, [sec]

Duz. 10. Irxonew curHAT HA ATOKA RA CEHRON

Ha ¢ur. 11 e nanena rpadukara 3a cujiara
Ha peakIys Ha oropara.

Cwuna Ha peakuus Ha onopaTa

Ve

/

\
\
\

2.5

height, [cm]

0.5
/

/ /

0 / \
0 0.002 0.004 0.006 0.008 0.01 0.012 0.014

time, [sec]

@ue. 11. BxoneH curdan Ha 010Ka 3a ABUKEHUE

Or ¢ur. 10 u ¢ur. 11 moxe ma ce
KOHCTaTHpa, 4e MMa Mpolec Ha B3anMOJIeHCTBUE
CbC 3€MHATa MOBBPXHOCT. 3eMHATa MOBBPXHOCT €

MOJEJIMpaHa KaTo CHCTeMa OT INpyXUHAa U
JIOTUYECKH  €JIEMEHT, Iopaad  KOETO  uMa
¢nykTyaiuu B XapakTepuctukute.  Koraro

KOHCTPYKITUATA Ha KPaKbT MMa KOHTAKT C 3eMHAaTa
MMOBBPXHOCT, XapakTepHUCTHKaTa Ha rpaduxure
3arMoyYBa Jla HapacTBa M JIOTUYECKUST €JIEMEHT €
€IMHHIA, a KOoraro HsIMa KOHTakT C 3eMHara
MMOBBPXHOCT HAPACTBAaHETO B XaPaKTEPUCTHKHUTE
CupaT W 3amoyBa Ja HamalsiBa M CHOTBETHO
JIOTUYECKUST €JIeMEHT € HyJa.

2.6. Biiok 3a poTauuoHHAa cTaBa

BnoksT 3a poTaniMoHHA CTaBa € TOKa3aH Ha
¢ur. 12. Jlepununusra nBukeHue B OMOIHOTEKa
SimMechanics mpencraBmsBa creneH Ha cBOOOa
(DoF), xosiTo eqHo Ts10 (CBOOOAHO TSIIO) MMa TIO
OTHOLICHWE Ha Jpyro Ts0 (OHOPHO TSJIO).
OnopHOTO TSUI0 MOXe Aa ObJie MOJBMKHO TBBPIO
TSJIO WM 3eMs. 3a pa3iuka oOT (PU3HIECKOTO
JIBIDKCHHUE, B SimMechanics™ newkennero Hsama
Maca, BBIPEKH 4Ye HAKOM [JIBHOKEHHsS HMaT
MPOCTPAHCTBEHO pa3LINPEHHE.

Revolute

OQF—=BpD

@Due. 12. briok 3a poTallMOHHA CTaBa

BiokoBere 3a craBu B SimMechanics™
MpHUIaBaT caMO eJHa CTelneH Ha cBoOoja Ha
CHCTEMaTa, MOHEXe OJIOKOBETE 3a TBHPIAO TAIO HE
HOCST HHMKakBa HH(OpPMaLUsA 3a CTCICHHTE Ha
cBoOo/a. 3a paznuka OT (GU3NYECKUTE CTABU, KOUTO
I00aBsAT HOBM HaIlpaBJIEHMS Ha IBIDKEHHE OT €IHa
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CcTpaHa, a oOT Jpyra CTpaHa HaMaJsiBar
BB3MOXKHOCTTA 32 JIBHKCHUE B JIPYyra MOCOKa.

Bu6morekara SimMechanics™ uma Gorat
Habop OT OJIOKOBE 3a MOJENupaHe Ha Pa3IudHU
BUJIOBE CTaBH.

2.7. Biok 3a cepBOMOTOP

Ha d¢ur. 13 e pnanena
CTPYKTYypa Ha OJIOKa 3a CEPBOMOTOP.

We, 0 :U
Add

Ppostion | Addt
Tegulator

BBTpCIUIHATA

Anl
ngle .

oS

Continuous Angle
Rate

»

M O Oy
ConZ ~ Connt Wy

Joint Sensar

Joint Actuator

S

P speed
requlator

Continuous Angle

@Due. 13. Mopen Ha cepBOMOTOpa

MozenbT, KakTo U peaHusi 00eKT uMa J1Ba
KOHTYpa, €IMH 110 CKOPOCT M €IMH IO TOJIOKEHHUE.
CBOTBETHO KOHTYPBT IO CKOPOCT € BBTPEIICH
KOHTYp, @ KOHTypa IO IIOJOXECHHE - BBHIIEH
KOHTYP.

Cunresupanu ca aBa Il-perymatopa, xato
eauHUs ¢ perymarop mno ckopoct (P speed
regulator), a npyrus mo mno3unus (P position
regulator).

CremeH Ha cBOOOJla Ha 3aJBMKBAHETO Ha
craata (Joint Actuator) e ¢ 00oOmeHa
CWJIa/BBPTSI MOMEHT WM JIMHEHHA/BriioBa
MO3UIMSA, CKOPOCT M CHTHAN 3a ycKopeHue. bioka
3a CTaBa ce CBBbp3Ba C OJIOKa 3a TBBPAO TSIO 3a Ja
ce MOKake CMHUCHKBT Ha CTENEeHUTe Ha cBOOO/Aa Ha
cTaBara.

CenzopsbT 3a ctaBa (Joint Sensor) n3mepna
JMUHEHHA/bIIIOBa TIO3UIMS, CKOPOCT, YCKOpPEHHE,
W3YMCIISIBA CUJIA/BBPTSAII MOMEHT W/HJIHM PEaKIHs Ha
CWJIaTa/BBPTAIINSI MOMEHT Ha CTENeHTa Ha cBoOoIa
Ha ctaBaTa. MoXe Jla ce U3MOoN3BaT KBaTEePHUOHH, a
He OilnepoBu BIIH.

broka 3a HempeKbCHATOCT Ha BIbiIA
(Continuous Angle) koHBepTHpa HENPEKbCHATH,
HCEOIrpaHUYCHU BIJIM HA U3XO0Ja, HOI[aBaﬁKPI MYy Ha
BXO/Ia MPEKbCHATH, OTPAaHUYCHU BITH M CKOPOCT.
Nwma mactpoiika 3a m300p Ha MEpHa eIWHWIA Ha
BI'bJIA ¥ BIIIOBATA CKOPOCT.

Ha ¢wur. 14 e mokazama mpexomHaTa
XapaKTepuCTHKa Ha o0ekTa n Monena. Moxe ma ce
HarpaBu U3BO/J, Y€ MMPEXOAHUTC XapaKTCPUCTHUKU HA
Mojzienia M Oo0eKTa ca CpaBHUTENHO €IHAKBH, Ha
MOMEHTH MMa pa3MHUHABaHHUS, KOUTO HE Ca TOJKOBA
rOJISIMO 3HaYCHUE.

MNMpexoaHa xapakTepucTuka

35
— O6ekT
30 A‘V[\A[\V\v ~M \/JW\/VJW L —_— Monen
25 -
| |
20 “ 1

= \x
L \

’ V
-5
68 68.5 69 69.5 70 70.5 71

time, [sec]

Due. 14. VI3xoneH curHai Ha MoJiena U 00eKTa

[annure 3a peanHara npexoaHa
XapaKTEepUCTUKA Ha CEPBOMOTOpA Ca CBAJICHU Ype3
JKHPOCKON M CIIeJI TOBa BMBKHATH B PaOOTHOTO
npoctpancTB0O Ha Matlab 3a nma ce Haueprae
rpadukara.

3. CumynanuOHHM U3CJIeIBAHUS

Ha ¢ur. 15 e mokazaH reoMeTpUYHHAT
MoJie Ha Kpademusi poOoT, KOMTO ce BU3yaau3upa
OT MeXaHW4IHUSA My Mojien (¢ur. 2), a upe3 Oiroka 3a
pabotHa o0macT Ha MampHaTa Ce  3ajJaBar
napamMeTpHuTe Ha BU3yaTH3alusTa.

@Due. 15. I'eomeTpryeH MOIE Ha Kpadelus poooT

HUma cpoTBeTCTBHE MEXIy J1aOOpaTOPHHUS
MakeT Ha Kpademus poOOT W TEOMETPUYHHS MYy
MOZET 10 OTHOIIEHHE Ha T'€OMETPUYHHTE
MapaMeTpy, KOUTO ca pasMEPUTE IO TPUTE OCH H
(du3nYecKus mapaMeThp — HEHTHP Ha TEXKECTTA.

Copyright © by Technical University - Sofia, Plovdiv branch, Bulgaria
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JOCTHUTA 3aJaHUETO OT 45° ¢ TOIsAMO OB3pOIEHCTBIE

Ha ¢wur. 16, ¢ur. 17 u Pur.18 ¢ magena
1 0e3 HUKAaKBO TpepeTyHpaHe.

9acT OT TEOMETPUYHHMS MOJIEN Ha XyMaHOH/Ia, KaKTO
MOXKE Jla Ce BHAM H3CIEABAHETO CE OTHACS 3a
KOHCTPYKIIUATA Ha CTHITANIOTO. 4. 3akmouennue
B  HacrosmmMsT JOKTam €  pasrieqaH
. mpoOIeMbT 3a MOJEIUpaHe Ha Kpademl poOoT.
Usrpasen e mabopaTtopeH MakeT Ha XyMaHOHWJICH
pPOOOT CBHCTOSIL Ce OT CEAEMHAIECET CTeNEHH Ha

cBoboma (17 DoF).
! Ce3gaieH € Mojel Ha CEepBOMOTOPHT,
KOWTO ce  W3Moi3Ba. 3a  CHEMaHe  Ha
SKCIIEPUMCHTATHUTE JIAaHHU € pa3padoTeHa cucreMa

3a CpOMpaHe Ha BXOJHO-M3XOAHHM JAaHHH M ca

Due. 16. @ue. 17. Eran Due. 18.
Hauanno Ha JJOCTUIaHE Kpaiino
CBbCTOAHUC Ha KpaﬁHOTO CBbCTOSIHUC peanu3upaHu aBa H_peryﬂaTopa‘
CbCTOSHUE Henuneiinusat monen Ha poboTa € ch3aaneH
gpe3 W3I0I3BaHe Ha HIKOW OCHOBHH OJIOKOBE
Ha Tesn Ttpu ¢urypu e T0KasaHa, HaMupamy ce B Ombamoreka  SimMechanics™,
KakKTO M CB3JaJCHUTE JONBIHHUTCIHU OJIOKOBE.
OcHoBHHUTE OJOKOBE ca /1Ba, 6JI0Ka 32 TBBPO TSIIO ,
ype3 KOWTO ce MOAENupaT TBHPAWTE BPB3KUA H

KOHCTPYKIHATA Ha CTHIIAJIOTO B pa3JIMYCH €Tall Ha
Oy0xka 3a poTalilMOHHAa CTaBa 3a MOJCJIHUPAHE Ha

JIOCTHTaHe Ha 3aJaHUEeTO.
Ha ¢ur. 19 e pamena TouHaTa 4acT OT
4ype3 KOiITO ce
CTereHuTe Ha cBoOo .
HamnpaBeHu ca cuMyJIallMOHHH H3CIICABAHUS
JIEMOHCTpHpA

20 e pganmena

MexaHngHuS wmozen (¢ur.2),
3aJ[BM)KBA YacTTa OT TCOMETPHYHHS MOJEN JNajicHa
Ha TpHUTe PUTYPH MO-TOPE.
o BBPXY Mozena, 3a Ja ce
o : (hYHKITMOHATHOCTTA MY.
SERVO 1.1-LEFT ‘17 45 | Vref pos >
- Constant —{Conn1 ~ Conn2 Scope JIUTEPATYPA
| [ (Pewrees) | O T2 LEFT
' 1. Jung-Yup Kim, IlI-Woo Park and Jun-Ho Oh.
@uz. 19. Monen Ba crapata Walking  Control  Algorithm  of  Biped
Humanoid Robot on Uneven and Inclined
TpexoHatTa Floor. HUBO Laboratory, Humanoid Robot
Research Center, Department of Mechanical
Engineering, Korea Advanced Institute of

Ha ¢wr.
XapaKTepUCTUKA Ha CEPBOMOTOPA T10 MO3UIIHS.
. Mpexopuaxaparrepuenea Science and Technology.

~ - 2. MathWorks. SimMechanics™ User’s Guide.
wor i 1 R2011b.
/ KonTakTu:
epud FOcyd Llepud

TY - Codust
Anpec: oyn. ,,Knument Oxpuacku “ 8

Tenedon: 089 348 1730
E-mail: sherifff1994@gmail.com

L
15p
I/IOp,Z[aH KoncranTuHoB KpaneB

|
|
|
TV - Codust
Anpec: 0yin. ,,Knument Oxpuncku‘ 8

z l
Tenedon: 088 209 3195
E-mail: jkralev@yahoo.com

ima [221]

Becennn BanentnnoB KeHues

TV - Codust
Anpec: Oyin. ,,Knument Oxpuncku‘ 8

Tenedon: 087 870 8878
E-mail: v.kanchev1993@gmail.com

Due. 20. VI3xoneH curuai Ha MoJelia Ha cTaBara

KakTo ce Bmwxkaa, oT 0J0Ka 32 KOHCTaHTaTa
B 4YacTTa HA MCEXaHWYHUS MOJIeN, KOWTO ce
3aJIBIKBA, 3aJaHHETO Ha cepBoMmoTopa € 45°. Ot
W3XOJIHUSl CHTHAJ, KOMTO Ce B3eMa OT MOJEN Ha
CTaBa MOXXE Jla CE HalpaBH 3aKJIIOYCHHE, Y€ TOH
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THE IMPORTANCE OF SOLAR ANGLES IN MPPT SYSTEMS

AHMET SENPINAR

Abstract: The movement of the world around the solar system and its axis results in the
change in the position of the sun according to the world. This causes the different seasons and
day lengths in year. One way of the utilizing solar energy is using solar array systems which
generates electricity energy as expose to the solar radiation on it. At these systems, to obtain
high efficiency from the solar radiation, the fixed and tracking solar array systems are used.
Fixed systems are located at certain slope with horizontal. This slope changes with seasons
and position of the region. Calculating optimum slope angle depend on the seasons in year at
the region, the amount of energy which was obtained the solar radiation is provided

increasing.

Keywords: Solar Angles, Fixed Array, Slope Angle.

1. Introduction

Some kind of energy like the sun, wind,
geothermal, biomass and wave energy produce a
part of alternative/renewable energy sources. Solar
energy has significant importance on human health
and environment because of its abundance,
renewability and pollution free.

Energy obtained from the sun on earth per
unit time is known as the solar constant and is
represented by GSC. The value of the solar constant
as accepted by the World Radiation Center is 1367
W/m?® (1.96 cal/cm® min) [1]. The sun is a gaseous
body, with a mass of approximately 2* 10*° kg and
a diameter of 1.39%10° m. The distance from the
sun to earth is approximately 1.49%*10"' m.

There are different using areas of pv
systems and these increase day by day on the
World. Some of these areas are as follow: house
with pv energy, street illumination, cooling,
pumping water, traffic signalling, pv plants, hybrid
(suntwind)  systems, space systems, and
telecommunication systems etc. [2-4].

In some PV systems, motion of the sun is
wanted to be tracked in a day. The purpose of these
systems is to increase the system’s efficiency.
Therefore, two different systems which were the
fixed and the tracking system were established for
applications of the stand-alone PV system [5, 6].

Different sun-tracking systems have been
developed to track the sun’s movement across the
sky [7-19].

The value of the solar angles coming to the
surface of the array in any fixed or tracking array
varies with the geographical location of the
settlement in which the array is located, the date of

that day and the time of day. Fixed systems are
systems in which the array of solar cells is placed
with a specific fixed slope. The slope angle changes
according to the season and region. Tracking arrays
follow the sun to maximize the incident beam
radiation on their surfaces. Tracking control is
based on angles of incidence and surface azimuth
angles. Solar tracking systems are more expensive
and complex than fixed systems.

PV arrays can be mounted to track the sun,
but fixed systems must be maintained at a certain
angle to the horizontal to fully exploit available
sunlight at the location. If this slope angle is
determined well, the amount of insolation and the
generated energy increase. To maximize energy,
solar panels, such as photovoltaic modules, are
usually oriented toward the equator with an optimal
slope angle from the horizon, which depends on
climatic conditions and site latitude [20-23]. Some
solar angles as follows;

1.1. Latitude angle

The angle @ on the earth’s surface measured
North or South of the equator to a point is its
latitude. Latitude values increases toward the
poles, with the North pole being 90°, and the
South pole -90°.

1.2.Declination angle (9)

The declination angle is the angular position of
the sun at solar noon with respect to the plane
of the equator, north positive,-23,45°<6<23,45°.
The declination 6 can be found from the
equation of Cooper:

Copyright © 2018 by Technical University of Sofia, Plovdiv branch, Bulgaria
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0= 23,45.sin( (360.(284 + ) )(°) (1)
365
where n represents the day of the year (n=1, for

1 January) [1].
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Fig.1. Change of declination angle

1.3. Zenith angle (0z)

The zenith angle (qz) is the angle between the
vertical and the line to the sun and is calculated
as follows [1]:

cos0z = cosod.cosd.cosw + sind.sin@d (2)

1.4. Solar altitude angle (as)

It is the amount of angle that the horizontal
direction with the direction of the sun. Since the
zenit angle has been completed at 90°, here is
the altitude of the sun;

as + 0z=90°, as=90°- 6z 3)

1.5. Solar incidence angle (0)

It is the amount of angle between the light
coming directly to a surface and the normal of
that surface. This angle represents the angle of
incidence of sun. This angle is calculated as
follows:

cosO = cosB, .cosp + sinb,.sinP.cos(ys-y) 4
where v, is the surface azimuth angle.

1.6. Slope angle()
This angle is the angle between the plane of the
surface in question and the horizontal, The
slope angle varies between 0°< B<180°.
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tanf} = tan0z |cosys | (5)

2. The tilt angle of the fixed or tracking
array
The fixed systems, on the other hand, are
installed at a certain tilt angle which varies
depending on the geographical location and
time of day. The tracking systems are classified
into two groups: a single axis and two axes.
The rotation motion in practice is usually
horizontal east-west, horizontal north-south,
vertical, or parallel to the earth’s axis. For a
plane rotated about a horizontal east-west axis
with a single daily adjustment so that beam
radiation is normal to the surface at noon each

day [1],

cos 0 = sin’8 + cos’5.cos® (6)
and the slope angle of this array

p=10-3] (7)

where, 0 represents angle of incidence, which is
the angle between the beam radiation on a
surface and the normal to that surface, ®
represents hour angle which is the angular
displacement of the sun east or west of the local
meridian due to rotation of the earth on its axis
at 15° per hour.

Tracking PV systems are classified by
their motions. Rotation can be about a single
axis  (horizontal  eastewest,  horizontal
northesouth, or parallel to the Earth’s axis), or
it can be about two axes. For a plane rotated
about a horizontal east-west axis with
continuous adjustment to minimize the angle of
incidence [1],

cos 0 = (1- cos®s. sin’®)"? (8)
the slope angle of this array
tanp = tan0z |cosys | )

The amount of insolation received at
different locations across Turkey varies



[1-51

according to geographical position and local
climatic conditions. Thus, the researcher
calculated an optimal slope angle for 9 cities
across Turkey using data on insolation levels
and meteorological records from 2014.

The meteorological data for the 9 cities
are shown in Tables 3 and 4 along with the

average monthly and seasonal optimal slope
angles. First, monthly average values for each
city were calculated. The annual average slope
angle value (0,9*@) degrees was then
calculated using the monthly average values

[1].

Table 1. Monthly Average Values of Optimum Slope Angles for 9 Different Cities in Turkey

City January | February | March | April May June July. August | September | October | November | December
Ankara 60,40 52,88 41,94 | 30,06 20,75 16,48 18,45 | 26,26 37,56 49,40 58,61 62,65
Mugla 57.96 50.44 39.50 | 27.62 18.31 14.04 16.01 23.82 35.12 46.96 56.17 60.21
Elazig 59,52 52,00 41,06 | 29,18 19,87 15,60 17,57 | 25,38 36,68 48,52 57,73 61,77
Samsun 62.01 54.49 43.55 | 31.67 22.36 18.09 20.06 | 27.87 39.17 51.01 60.22 64.26
Istanbul 61,85 54,33 43,39 | 31,51 22,20 17,93 19,90 | 27,71 39,01 50,85 60,06 64,10
Malatya 59.05 51.53 40,59 | 28,71 19,40 15,13 17,10 | 24,91 36,21 48,05 57,26 61,30
Mersin 57,32 49,80 38,86 | 26,98 17,67 13,40 15,37 | 23,18 34,48 46,32 55,53 59,57
Sinop 62,85 55,33 44,39 | 32,51 23,20 18,93 20,90 | 28,71 40,01 51,85 61,06 65,10
Canakkale [ 60.93 53.41 42.47 | 30.59 21.28 17.01 18.98 | 26.79 38.09 49.93 59.14 63.18

Table 2. Seasonal and Annual Average Values of Optimum Slope Angles for
9 Different Cities in Turkey

Latitude-Longitude and Seasonal values as degree
City Latitude Longitude |Spring | Summer Autumn Winter It,:;:::;l
Ankara 39,56 32,52 30,92 20,40 48,52 58,64 35,60
Mugla 37.12 38.22 28.48 17.96 46.08 56.20 33.40
Elazig 38,68 39,14 30,04 19,52 47,64 57,76 34,82
Samsun 41.17 36.20 32.53 22.01 50.13 60.25 37.05
Istanbul 41,01 28,58 32,37 21,85 49,97 60,09 36,91
Malatya 38.21 38.19 29.57 19.05 47.17 57.29 34.38
Mersin 36,48 34,38 27,84 17,32 45,44 55,56 32,83
Sinop 42,01 35,09 33,37 22,85 50,97 61,09 37,81
Canakkale 40.09 26.24 31.45 20.93 49.05 59.17 36.08
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3. Conclusion

The continuity of the sun has advantages
because it does not require maintenance costs,
it has no adverse effect on the environment, it is
established in a short time, and the storage of
the energy obtained. In addition, obtaining
energy from these sources allows us to use our
existing resources for a longer period of time.
With the help of the solar array, the fixed arrays
are placed in such a way as to have the slope
angles varying in MPPT systems according to
the geographical position of the region used, in
order to utilize the sunlight at high speed while
obtaining the electric energy. Monthly, seasonal
and annual optimum values of different cities
were calculated for optimum slope angle. When
these values are examined, it is advantageous to
use optimum values which vary according to
the seasons instead of annual average values,
since there is a big difference between winter
and summer. At the end of each season, these
slopes are manually adjusted to provide
efficient operation of the solar array system.
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USE OF INTERFERENCE WEDGED STRUCTURE AS AN
ATTRACTIVE, SIMPLEST, LIGHT POWER DIVIDING
ELEMENT
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KAMEN IVANOV!, MARIN NENCHEV! AND ELENA STOYKOVA*?

Abstract: Based on our previous experience in the field of the interference wedged
structure (IWS) [2-5], we have considered and developed new competitive applications of
such structures. We demonstrate that IWS can be used as an attractive, simplest, light
power dividing element for fixed wavelength spatially and spectrally narrow light (laser)
beam. This assures: 1) precisely and variably controlled ratio of the reflected and
transmitted power by simple translation of the list-like wedged structure (having wedge
angle of ~107 rad) in its plane; 2) the separation is practically without energy losses; 3) in
the optical scheme with complex geometry of the beam propagation, the power ratio
control do not provide beam propagation change. In the work we also show that, as an
additional advantage, the power ratio control in some specific cases can be combined with
spectral control with noted advantages. We show that the application of the composed
tunable interference wedged structures [6] can assure an additional advantage such as
guarantied operation for a single line for complex wavelength combined beams.

Key words: wedge interference structure, light power dividing element

1. Introduction

The well established interferential devices,
based on the Mickelson, Fabry-Perot, Mach-Zender
type interferometers and Bragg’s gratings, have
essential  practical  applications [1]. The
applications, presented in the literature, include
precise measurements of widths and components of
spectral lines, spectral analyzers and filters, fiber
optics, use in measurement systems, quality
assessment of optical elements, metrology,
interferential microscopy and spectral control in
laser devices. Here, we consider specific type of
interferometer devices, which are not so popular,
however present essential potential — Interference
Wedged Structures (IWS) [1-6]. Actually, the main
and known type of wedged structure is the Fizeau-
Interferometer (FI) and its solid version —
Interference  Wedge (IW). There are many
similarities between the FI and the type of Fabry-
Perot Interferometer. Fabry-Perot interferometer is
a structure built by two transmissive strongly
parallel reflectors whereas Fizeau Interferometer
consists of two partially transmissive reflectors
inclined at a small angle in the order of 10” rad
with respect to each other. This difference leads to
essential difference in the properties [1-3]. The

discussed devices present potential for both
instrumentation base for scientific research and
instrumentation for measurement in modern
industrial and contol activities (micrometer
displacements, spectral analysis for detection of
material composition, healthcare and ecology).

In the previous our work we have
developed more detailed theory and cycles of
experimental investigation and spectral application
of interference wedged structures, especially for
attractive laser spectral control [2-5]. We have
found a new property of IW — the non-Snellius
spectral selective reflection and have introduced
new spectral selective element — Reflecting
Interference Wedge (RIW), the last being with an
essential potential in laser technology [3-5]. In the
last our works we have also introduced new
elements - Tunable Composed Wedged
Interference Structures (CWIS) [6] that present list-
like elements with selection of a single, narrow
resonance, tunable at the entire length of the
structure by simple translation in its plane. These
structures represent combinations of layer-mirrors,
separated by transparent wedged multi-layers with
convenient parameters. The pioneering analysis
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and experimental investigations show essential
potential of such structures. Nevertheless and
actually the CWIS have promising applications,
some of which are considered in the work. The
noted potentials make necessary ongoing scientific
research activity to develop knowledge of
interference phenomena in such wedged structures
and elements and to propose and develop new ideas
concerning the use of its potential.

Actually, the main applications of the IWS
relate with use of its spectral properties - spectral
selectors and spectral control elements [1,7]. The
main aim of the work is, as development of
previous our ideas [8], to present and demonstrate
one new and competitive application of the
interference wedged structures, concerning its
potential in solutions of energetic problems, where
the laser beam is attractive, simplest, light power
dividing element, assuring: precisely and variably
controlled ratio, work practically without energy
losses and without beam propagation direction
change.

2. Basic principle of the use of wedged
structures as laser beam splitting loss-less
elements with precise division control
and without beam propagation
disturbance

The IWS’s, which we have investigated,
constitute each by single or multi separating
transparence layers with reflecting layers — mirrors
in the separating and the end surfaces of the wedged
layers. Due to the compactness and simplicity of
employment, such hard structures are preferred for
practical use and this is the reason that we have
investigated mainly such type of IWS. Also, here,
as in pioneering work, concerning presentation of
the noted in the Introduction new technique, we will
direct our attention to the applications of simplest
single wedged layer structure (single angle
structure). Such structure represents so-called
Interference Wedge (IW), noted above [1-3]. The
application of the other, more complex—composite
tunable wedged interference structure, which
application is more convenient for certain case
(high spectral resolution and sensibility with power
variation by translation) will be object of other
publications.

The typical schematic, with noted in the
picture composed elements and the real view of the
IW is shown in Fig.1la and 1b. The construction
parameters of the IW’s, used in the work, are —
length of the wedge arms of (2-5) cm, the thickness
of the separating wedge layer e ~ (2-10) um (at the
half length of the wedge arms; must be also quartz
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plate ~ 100-800 um) and refractive index of n;=1.5;
apex angle « (2-5)x10” rad; reflectivity of
consisted multi-dielectric mirrors R; of (70-90)%.
This composition with full thickness of ~ (7-15) um
and for the noted apex angle difference between the
thickness of the starting of the structure and its end
is (1-2) um. Thus for the wedge arms’ length of
4 cm the structure is practically completely parallel
plate (Fig.2). The structure was layered on the
~ 1 mm thickness well parallel glass or quartz plate.
Thus all the composition - the wedged structure at
the support, was practically completely flat-parallel
list-like element.

&~ {1 = 5) prad

reflected e~ (2=200) um

heam

Incident
heam

wedged-layer

reflecting separator

layer
resgnance transmitted resanance

at A beams at &,

=1

Modern

"sandwich-type”
design

(b)

Fig.1. (a) Schematic of the one angle IWS structure
with sown two transmission resonances at the same
wavelength 1;; (b) photograph of two working
structures (left, composition of wedged separating
layer with e ~ 5 um with despite two layer-mirrors
and at 1 mm glass supports; right — the IW in
metallic holder, two mirrors with quartz glass
separating wedge).

The property of IW to be spectral filter [1-
3], tunable by simple translation of its plane, is
illustrated by the schematic in Fig.2(a). The



incident beam is composed by superimposed beams
with a series of wavelengths A;, A,, A3 .....,and at a
given line, parallel of the wedge angle apex line,
the IW transmits only one beam at line resonant A;;
with translation of IW in its plane along the wedge
arm, the selection — linear with translation, is at
other resonant and respectively IW transmits for
the beam with other wavelength - e.g A5, etc.

The real photograph, showing the different
line of the transmission for two-wavelength
illumination, is shown in Fig.2(b) (the illuminating
beam contains the wavelengths 0.6328 ym and
0.5951 um — red and yellow He-Ne lasers). With
sliding the IW, the wavelength transmission
resonance is changed. For obtained such
wavelength separation the beam must be with small
diameter, compared with the distance of the line of
equal thickness of the wedge. The typical distance
for the given above wedges is 10-15 mm and thus,
the beam diameter must be of order of 1-3 mm to
coincide well with linewidth of the wedge resonant
line.

————— IW position A
W position B)

1
controlled I ~ -

_____

(b)

Fig.2. The properties of IW to be spectral filter,
tunable by simple translation of its plane.
(a) Schematic  illustration and (b)  Real
photographs that show the transmission in two
different wavelengths at two places of the
interference wedged structure (in the case IW). The
change of the place is by translation of the
structure in its plane (left for 0.6328 um and right
for 0.5941 um).
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For all experimental investigations,
concerning the study of the interference wedged
structure (reported here and in series of other) we
have composed complex laboratory installation. The
installation permits to superimpose in one beam
many laser beams (red - 0.6328 um and yellow -
0.594 pm from He-Ne lasers, green — 0.53 um from
Nd-YAG second harmonic, narrow spectrum and
large spectrum semiconductor red ~ 0.63-0.65 pm
lasers and variety of semiconductor diodes — red,
yellow, green, blue). The illumination is with large
parallel beam of 6 cm diameter and with acceptable
uniformity of the typically illuminated area of 4 cm
or with a small diameter of 1-3 mm. The light
powers (of order of milli- watts) were measured via
high quality professional “Power meter Thorlabs”
(measurement from nW to tens of mW with
possibility of registered wavelength adjustment).
The graphs of relative intensity distribution of
incident and the passed beam profiles were obtained
using professional beam scope or by computer
treatment of the photographs of the spots using
appropriate programming and control for absence of
saturation.

Let’s we illuminate the IWS (in particular
IW) with a narrow spectral line beam (~ 0.05-
1) nm and let’s this beam has diameter of order of
1-3 mm. Outside the resonance line the beam will
be completely reflected by the structure. When the
beam approaches to the resonance line, the IWS
starts to be particularly transparent for the beam
and with approaching to the exact place (line) of
the resonance the transmissivity will increase. The
beam will be separated at two parts — transmitted
and reflected. The ratio of the two parts will
depends on the distance of the beam from the line
of exact resonance (maximum transmission). The
approaching of the beam to the resonance line can
be obtained either by translation of the IWS in its
plane or by beam translation. In practice, the
interesting case is by translation of the IWS in its
plane. Below, are shown the results of our
calculations, prepared following the approach in
[2]. The calculation gives the wedge transmission
as a function of distance from the exact resonance.
In the example of calculation we consider IW as
one-angle structure (IWS, Fig.la) with optical
thickness of 20 um, wedge apex angle of 1.2x107
rad, equal reflectivity of the mirrors R=0.9, length
of the side planes of the wedge /=4 cm. Here, for
correct comparison theory-experiment, we will
study Gaussian beam with 1 mm Gaussian radius
(e.g. Ar-ion laser, He-Ne laser and other). The
wavelength is 0.6328 um (He-Ne laser beam).

The approach for theoretical analysis with
result for computer simulation is related to the

Copyright © by Technical University - Sofia, Plovdiv branch, Bulgaria



analytical treatment of the path of the beam rays in
the structure (Fig.3) taking into account the
complexity = of the optical paths and
correspondingly summing [2,3]. It is based on the
decomposition of the complex amplitude g(x) of
the incident light beam on the plane waves in its
plane z, which in paraxial approximation is
described by the expression:

906, 2) = explik(z — 2o)] f Go(a) x

x exp(i2mwax) da. €))
where exp(i27za) is a unit-amplitude plane wave
propagating in direction given by the directional

cosines Aa and Ay=+y1-(ia)’ =1-(1a)’/2,

G,(a) is the Fourier transform of g(x) and
represents the angular spectrum of the field g(x,z)
at the plane z=z,. The propagation axis of the
incident beam, which is also its axis of symmetry,
coincides also with the propagation direction of the
plane wave with a directional cosine Aa =0. The
wedge response at an arbitrary point P(x,z) to
single component from the beam angular spectrum
that falls on the wedge surface at angle 6, +7

n =arcsin(Aa) is

t(x,z,n) =T Z RP=10, cos &,
p=1
x exp[i2(p — Dn]explipy(x,z,m]  (2)

where R=rr' with r(f) and 7'(¢') being the reflection
coefficients of the front and rear wedge surfaces.
Using this approach, it can be obtained [2] the
transmitted intensity It (x,z,A) distribution for a
Gaussian from:

Ir(x,2,2) = a®’T?(S2 + 52)..., (3)
where
Sy = Yp=1RP7H2, cos &p; (4)
S, =Yp1RP710, sin &, (5)

with Q » and & I which are functions of x, z, X, Zo,
wavelength, incident angle and the apex angle [3].

Obtained by the calculation graphs of the
transmission (noted in the graphs as “Trans.”) and
reflection (“Refl.”) at the resonance as function of
the wedge thickness e are presented in Fig.3(a) for
spatial finite beam (we accept for limitation 2-times
the Gaussian radius - the last of 1 mm). In Fig.3(b)
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are plotted the expanded part of Fig.3(a) around the
exact resonant position. In this figure is also shown
schematically the incident laser beams BP; and BP,
in two positions of incidence points P, and P».

(a)
BPy™ TP,
=] el
1 REfI"\\ C 31’“' _% -
T T
05 Tra_r{s. )
0.0 ; I H.
' I 119.92 e, pm
:1 o 0 X, mm

(b)

Fig.3. (a) Computer simulation of the transmitted
(Trans.) and Reflected (Refl.) relative intensities for
the function of the wedged thickness around the
exact resonance maximum of the transmission at
wavelength 632 nm; (b) — the expanded part of
Fig.3(a) around the exact maximum of
transmission. The transmissed and reflected relative
intensities are given as function of thickness e — top
scale and X — bottom scale, where X corresponds to
the e - length along the wedge arm. In the graph in
Fig.3(b) are shown schematically the incident
beams BP; and BP, for two position of incidence.

3. Experiment

Now, as example, for the ~ 1 mm Gaussian
diameter He-Ne laser beam (A = 0.6328 um, real
diameter of the diaphragm of 1.7 mm, and passed
power of ~ 160 uW, incident 200 uW), we show the
obtained experimental graphs of transmission power
in arbitrary units as function of the distance X from
the position of the center of the resonance.

The IW structure used is with e =8 um
thickness, mirror reflectivity R =0.85 and index of
the refraction n = 1.5. The experimentally measured
transmitted power (consideration for A= 0.6328 um)
as a function of distance X is given in Fig.4. As it is



expected, the continuous decreasing of the
transmitted power moving away from the center is
registered.

80—

-
=
2 | .
& |
E | A0 -
“E:' | 0
= 0
-4 3 2 - o ! z 3 4
X, mm
Fig.4. Experimentally measured transmission
through the wedged interference structure

(arbitrary units) as function of the distance X of the
beam from the exact position of the resonance (for
details - see the text).

It is of interest the intensity distribution in
the transmitted spot. The typical experimentally
observed distribution for the considered above case
is shown in Fig.5 - with the solid line; the dropped
line is the Gaussian distribution function. The
investigation shows that in the case of the IWS,
discussed above, the distribution in the intensity in
transmitted beam repeats well the incident beam.

Fig.5. Intensity distribution in the transmitted (solid
line) and in the incident beam (dropped line).

In general, for incident angles to 10-30
angular degrees (depending on the IW thickness),
the distribution is with acceptable conservation. As
example, the distortion is essential for the high
wedge thickness of order of 200 um and incidence
angle higher than 15 angular degrees (the case for
glass or quartz wedge separator), the change of the
distribution is not acceptable for many applications.
In this case the Interference Wedged Structure can
be also applied as simplest controlled transmission
filter.

4. Conclusion

In the work we have developed, as a
pioneering study, new possibility for employment
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of Interference Wedged Structure (IWS) as
competitive for many cases beam splitting and
power separation element. The essential moment is
the simplicity of the control. Also, if the structure is
prepared by materials with high illuminating power
density resistance, the application is possible for
beams with very high powers (~ MW/cm® and
GW/cm®). The given theoretical estimations
compared with the experimental study confirm the
expected advantages - precisely and variably
controlled ratio of the reflected and transmitted
power, obtained by simple translation of the list-like
wedged structure in its plan; separation is
practically without energy losses; there are not
changes of the geometry of the beam propagation —
in transmission and in reflection during the ratio
variation. The last is essential difference in
comparison with application of other techniques -
based on FP interferometer, due to the variation of
the transmitted and reflected beams during the
control by variation of the incident angle.

The presented in the work development and
results concern the one angle IWS with thickness of
order of 2-20 um and incident angles for the
illuminating beam less than 40 angular degrees. As
limitation, can be noted that in general, good
reproducibility of the shape of incident beam can be
guaranteed for the illuminating beam incident
angles to the 10-40 angular degrees (depending on
the IW thickness). The distortion is essential for the
high wedge thickness of order of 200 um and
incident angle higher than 15 angular degrees (the
case for glass or quartz wedge separator), the
change of the distribution is not acceptable for
many applications. Also in these cases, for
separation of needed power part of the incident
beam, the Interference Wedged Structure can be
applied as simplest controlled transmission filter by
its sliding in its plane along the length of the angle
arms.
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CPABHUMTEJIEH AHAJIN3 HA
OI'PAHUYUTEJIN HA TOK HA KbCO
CbEAUMHEHUE

JMHBO KOCTOB

Pestome: To3u 00K1a0 e HACOUEH KbM QHANUBUPAHEMO HA U3GECHIHU KOHCMPYKYUU HA
oepaHuyumenu Ha mok Ha kvco cvedunenue (OTKC). 3a yeama e npeonodicer edun nooxoo
3a cpasHeHue Ha uszeecmHume 3a max napamempu. Ilonyuenume pesyimamu ca
npeocmagenu 8 2paghuien 6Uo U e HanpPageH AHAIU3.

KiawuoBu AYMU: oepaHudumeiu Ha mokK Ha KvCo cveounenue

COMPARATIVE ANALYSIS OF FAULT
CURRENT LIMITERS

DINYO KOSTOV

Abstract: This report is aimed at analyzing known fault current limiter constructions (FCL).
For this purpose, one approach is proposed to compare the parameters known to them. The
results obtained are presented graphically and analyzed.

© International Scientific Conference on Engineering, Technologies and Systems

Key words: fault current limiters

1. BLBeaenue

CrolfHOCTTa Ha TOKA Ha KBCO CheJUHEHHE (K.C.)
€ BaXeH [apaMeTbp, ONpelessll  LieHara,
rabapuTuTe M €QEKTUBHOCTTa HA EJIEKTPUUCCKUTE
MamMHA W amapatu[1,2,3]. OrpaHn4aBaHeToO Ha
TOKOBETE Ha K.C. B CBbIIECTBYBallaTa €JIEKTPO-
anaparypa /TpaHcpOpMaTOpH, TBUTATEIH, KaOeIHU
JIMHMY, IIHHONPOBOJM, 3allUTHA M KOMYTAallMOHHA
amaparypa/ € CBIPOBOJCHO ¢ Moxo0OpsiBaHe Ha
YCTOWYHMBOCTTa Ha EJIEKTPOCHEepPTHHHATa CHCTEMa
[4] 1 Ha HAKOM OT MOKAa3aTEIWTE 3a KaueCTBO Ha
eJleKTpoeHeprusTa [5,6].

KbpM MoMeHTa ChIIECTBYBaT  HSIKOJKO
W3BECTHU CIOCOOM 3a peldylHpaHe Ha TOKOBETE Ha
K.C., KOWTO ¢€a C€ HalOXHM B IPAKTHKATa:
W3MOJI3yBaHE Ha TpEeANasuTeNd CbhC CTOIMsieMa
BIOXKKa [7], Ha mpexkbcBauu [3], Ha BB3AYLIHH
peakTopu WM TpaHCHOPMATOPH C TOBHUILEHO
pasceiiBane [8] wiam  ype3  mpomsiHa B
KOH(UTrypanusTa Ha Mpexara [9].

[Ipe3 mnocnenHuTe TOAMHM CE€ TOJNaratr
ycunus B pa3pab0TBaHETO HA HOBH AITEPHATHBHU
YCTpOMCTBA 3a peAyllMpaHe Ha TOKOBETE Ha K.C.[4].
Enna rpyma ot Te3u ycTpoilicTBa ca T.Hap.

OTpaHUYUTEIM Ha TOK HAa KbCO ChEIUHEHHUE.
Orpammuntenar Ha Tok Ha KkK.c. (OTKC) e
YCTPOWUCTBO NPEHA3HAUYEHO /1a OTPaHUYH yIapHUS U
TpalHMsI TOK Ha K.C. JI0 CTOMHOCTH, KOWTO HE
[IPEIU3BUKBAT 3HAYUTEIHO TEPMHUYHO U E€JIEKTPO-
JUHAMMYHO HATOBapBaHE Ha EJEKTPOCHOPbHKE-
Husta. [Ipy TakuBa ycioBus 3allUTHATa anaparypa
CPaBHHUTEIHO JIECHO M€ W3KIIOYH HAINYHOTO B
cuctemara k.c. Bojemo MsACTO B MpoBEXIaHUTE
W3CIIEeBAaHMS U CHOTBETHO - BbB (PMHAHCHPAHETO Ha
MWIOTHU TIPOEKTH, pa3pabOTBaHETO, peanu3upaHe-
TO WU M3NUTBaHETO Ipu peanru ycnosus Ha OTKC,
3aemaT appxkaBu kato CAILl, 'epmanus, SAnonus,
Kwurait, Utamus u ap [10].

[Topagu pa3sHOPOJHUTE KOHCTPYKUMHU U
NPUHLUIN Ha JIeHCTBUE € TPYAHO Nla Ce HAIpaBU
cpaBHeHue Ha paznuunu Bunose OTKC.

B nmoxmanma e mpeasiokeH eIWH MOJIXOZ 3a
cpaBHsBaHe Ha n3BecTHU KoHCTpyKImK Ha OTKC. 3a
Lesita TEXHUTE IapaMeTpu ce€ NPUBSKIAT KbM
napaMeTpuTe Ha T.Hap.'eTaloHHa" KOHCTPYKLHS Ha
OTKC. IlpencraBern ca u ca aHAJTU3UPAHU
MOJTyYEHUTE PE3YNTaTH.
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2. Ilpunuun Ha aeiicreue Ha OTKC

HezaBrucuMo OT ToiasMoTO pa3HOOOpa3ue OT
turtoBe OTKC u mpunnumu wHa aeiictue, OTKC
Hai-o0m0 Morar Ja c€ TIPEACTaBIT Karo
ChOPBKEHHS, BKIIOYCHH IIOCJICOBATETHO HA
M3TOYHUKAW HAa TOBApa, a TAXHOTO NMPEHA3HAYCHUE €
Jla ce HaMaJld TOKa Ha K.C. B paslpeacnuTeTHuTe. B
peXHM Ha TOTOBHOCT (HApW4YaH OIIe PEXHUM Ha
W3YaKkBaHe) Te€ UWMar Mallbk wumnenanc. Ilpwu
Bb3HHKBAHE Ha KbCO ChEIMHEHHE TE yBEJIHMYaBaT
CBOSI MMIIEJAHC M Taka — Ce€ OrpaHd4YaBa
MPOTHYAIIUS TOK Ha K.C., NPEAOTBparsBa ce
BBb3HUKBAHETO HA TOJIEMHU €ICKTPOIUHAMUYHU CUIIH
U CHJIHO 3arpsBaHe Ha  CIEKTPUICCKUTE
CHOPBIKEHUS.

OTKC ycnoBHO ce ChCTOM OT JiBa OJOKa -
010k A u 6510k b (pur.1.).

Bnok b

Brnok A

k.c,
Zrosap

@ue. 1. Ilpunyunna cxema 3a 6KIIOYBAHE HA
OTKC 6 enexmpuueckama mpedica

broksT A e cBBp3aH MOCIEI0BATEIHO KbM
ToBapa. binoksT b crenn HeoOXoguMuUTE MapaMeTpu
Ha Mpexara (HampexeHue, TOK, MouHocT). llpu
BB3HUKBAaHE Ha K.C. BbB BEpUIara, ChIIPOBOJCHO C
MpOTHYaHE Ha CBPBXTOK, OJOKBT b momaBa curHan
KbM OJIOKa A ¥ MPOMEHSI HETOBOTO CHCTOSIHHE - OT
HUCKO HMIIEJAaHCHO TO MpPEMHHAaBA KbM BHCOKO
HUMIIEJTAHCHO ChCTOsIHUE. B pesynraT ot paboTara Ha
nBara Oinoka - A u b, ce peanusupa HamamnsBaHe Ha
ToKa K.C. (¢ur.2). B HAKOM ciaydam, nBata OIOKa -
ynpaensBatus (b)) w  ympaBmsBamms (A) ce
o0euHABAT B eIMH 0011 OJIOK.

2.1. M3uckBanua koM OTKC

OcHoBuu m3uckBanus keM OTKC ca [11],
[12], [13], [14], [10],[15], [16], [17]:

a/ma Morar Ja W3IbpKaT HANpPEKCHHUITA U
TOKOBETE B MSICTOTO Ha MOHTaX;

0/ Ja UMaT HUCHK MMIIEJAaHC, MaJdbK I1aJ Ha
HaIpe)KEHUE ¥ HUCKH 3aryOu Ha MOIIHOCT B PEXKHUM
Ha TOTOBHOCT;

B/IJa MMaT BHCOK HMMIIEJAHC B MOMEHTaA Ha
BB3HHUKBAaHE HA KbCO ChEIUHEHHE;

I/BpeMETO 32 TOTOBHOCT Ja  ObJe
CIPAaBHUTEIHO MAaJIKO 3a Ja MOIar Ja OrpaHdhyar
MPOTUYAIIUS CBPBXTOK TIpEAW Kpas Ha ITbPBHS
MTOJTYTIEPUO/T;

J/7la ©MaT MaJlko BpEME 3a Bb3CTaHOBSIBAHE
clieq 3aJcCTBAHE;
e/ gma  uMar
YCTOWYHUBOCT;

%/ 1a ©*MaT BUCOKA TEPMHUYHA YCTOWYHBOCT;
Jla UMaT C BUCOKa HAJAEKIHOCT U C ABIBI CPOK Ha
eKCIIIoaTallusI,

BHCOKa CIICKTPOAMHAMHUYHAa

HopmanHa KbCo ChemnHeHue Bb3acTaHo-
pabota BsiBaHE
' ~ Tok Ha K.c.6e3
H |, oepaHuuasaHe
. b
1 L}
AmnnumyoHa ! i
1 1
' 1

cmotHocm Ha

moka Ha K.C. Ip

OzpaHuyeH
MOK Ha K.C.

_I fim

ﬂpom;nx(wren HOCT
Ha K.C.

Bpeme 3a
Bb3CTaHOBsIBAHE

Que. 2. Brnusnue na OTKC kvpxy moka Ha K.c.

3/la  WMMaT  JlecHa ~ NOJJPBXKKA U
Mpo(hHITaKTHKA;

e/ma ObHaT ¢ HUCKAa IIEHA U C MaJKHu
pa3MepHu.

Kem OTKC ce npensBsiBaT pa3HOPOJHU U
MOHSKOIa B3aMMHOM3KIIIOUBAIU CE€ W3UCKBAHUS—
Hamp. Ja ce OrpaHW4yaBa yAapHUS TOK, HO
CHIIEBPEMEHHO Ja CE M34YaKa I0IaBaHETO Ha CUTHAI
3a 3ajeiicTBane Ha peneinute 3amutu [17] u ap.

ChllecTBYyBaT MHOTOOpPOMHM KilacH(pHUKa-
nuu Ha OTKC [18], [19], [20], [21], [22]. Egna ot
1x ¢ oT CIGRE[23], [24]:

a/ macuan OTKC — umaT cpaBHUTEITHO
TOJISIM UMIT€JTAHC B PEKUM Ha TOTOBHOCT U B PEXKUM
Ha TOKOOTpaHWYaBaHe. B Ta3u rpyma ce BKIFOYBAT
TOKOOTPaHUYABAIIUTE PEAKTOPH 3a CPEIHO U BUCOKO
Hanpexxenue [25], [26], [28] uiau orpaHMYUTENH Ha
TOK C ITOCTOSSHHA MarauTH [28].

0/ aktuBHM OTKC — nmar MarpK UMIIENAHC
B PEXKHWM Ha TOTOBHOCT W TOJSAM HMIICAAHC TIPU
BB3HUKBAHE Ha KbCO ChEIMHCHUE.
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Due. 8. Jlunevnu 3asucumocu 3a
cebecmounocmma na OTKC

3. AHaAJIN3 HA MOJIyYeHUTe Pe3yaTaTH

Ha ¢ur.4 no ¢ur.8, c ynebenenn muanm ca
m3obpazean OTKC, B kOouTO ca H3MOJ3BaHU
CYNEpHpoBOJAIIM MaTepuaid W  KPHUOTCHHU
CUCTEeMH, ¢ ThHKA JiuHUS ca uzobpazenun OTKC,
n3pabOTEeHN OT KOHBEHIIMOHAJIHU MaTephaiu. 3a
pasrnenanute OTKC ca obOpaszyBaHu JuHEHHH
3aBHCHUMOCTH CIIPSIMO MOIIHOCTTa Ha MpexaTa.
Te3n 3aBucHMOCTH ca TokazaHu Ha ¢wur.4. Ot
pasriieJaHuTe KOHCTPYKLIMU CaMO KOHCTPYKIUS 5
u 7 paboTAT B MpeXa C 10 — ToJisiMa MOIIHOCT, TO
ta3u Ha etanoHHus OTKC.

JluHeltHUTE 3aBUCUMOCTH Ha TPAUHUSAT
TOK Ha K.c. ca m3o0pazemm Ha ¢ur.5. Ot
MOJIyYEHUTE 3aBUCUMOCTH MOKE Ja C€ HalpaBH
3aKJIIOYEHUE, Y€ caMo orpaHuuuTenu 4,5 u 7 ca c
TpaeéH TOK Ha K.C., MO—HUCBK OT TO3M Ha
€TaJIOHHATa KOHCTPYKIIMSL.

[Topanm nuncara Ha wuHMOpMAIMA 3a
OCTaHaUTe OrpaHuuyuTenw, Ha ¢ur.6 ca
n300pa3eHn  JUHEHHHTE  3aBUCUMOCTH Ha
orpaanuutenu 1 u 4. OTHOCHO KOehUIMEHTa CH
Ha orpannuaBane OTKC 4 uma mo — romsMo
orpannuaBane or OTKC 1 wu or CTAJIOHHUSAT ©
OTKC.

Ha ¢ur.7 ca wusobpasenu nuHeitHUTE
XapaKTepUCTHKH Ha TrabapuTHHUTE IOKa3aTelH.
N3006pa3enu ca takuBa xapakrepuctuku 3a OTKC
2,4,5,6 u 7. Orpananuntenu 4,5 u 7 ca ¢ Mo—MaJIKu
rabapurtw, B cpaBaeHue ¢ etanonHust OTKC.

Ha ¢ur.8 ca wu3o0pasenn nuHEHHHTE
3aBHCUMOCTH 32 C€O0ECTOHHOCTTA HA MPOEKTUTE U
texHara peanusanus 3a OTKC 1, 2, 4, 5. Bceku
enua ot pasrnepanute OTKC kocTBa moBeue
(uHAHCOB pecypc OT pasrjiexkJaHaTa eTaJOHHA
KOHCTPYKITHSI.

OT  CcpaBHEHHETO HAa  pa3IUYHUTE
KOHCTPYKLMU C€ BWXJa, Y€ M3IO0JI3BAHETO Ha

CBPBXTIPOBOISIIN Marepuain 3HAYUTEITHO
monoOpsBa xapaktepuctukute Ha OTxe. Ilpwm
pasriexnaanure  koHctpykuuu — Ha  OTke,
U3NBJIHEHW C KOHBEHLMOHAJIHU MaTepualu, ce
HaOM0laBa MO — BIOIICGHH XapaKTEPUCTUKU
OTHOCHO TPaMHHUAT TOK Ha K.C., Koe(hUIMeHTa Ha
orpaHHYaBaHe, Ta0apUTHUTE pa3MepH, BBIPEKH
0 — HICKO MOIITHATa MPEXKa, B KOETO pabOTHT.

B cpaBHenue ¢ etanoHHaTa KOHCTPYKIUS
Bcruk OTKe ca 3HAYUTENHO 1O — CKBIIH.

Or noOpa3eHuTe JUHEHHN
XapaKTEPUCTUKKM MOXXEM Ja Cc€  HamlpaBu
3akmouenne, ye OTkc 4,5 m 7 ca Haml —

e(eKTUBHHU, CIISIMO DPAa3TISKIAHUTE MapaMeTpH.
CebecroiiHoctTa Ha KOoHCTpyKuuTe Ha OTxc 4,5
U 7 € HUCKa, CPABHEHO C OCTaHAJIUTE Pa3TiIeAaHU
KOHCTPYKIUH.
[lopagu nurcata Ha 4acT OT KPUTEPUUTE
HE € BB3MOXKHO Ja OBbJe HaANpaBeHO IIBJIHO
CpPaBHEHHE Ha BCHYKM OCHOBHM IMapaMeTpu Ha
OTkc, pasrneganu B Marepuana. [Ipemcroit ma
ObJaT HANpaBEeHU IBJIHU CPABHUTEIHH aHAIU3U
npu HalWyue Ha UHPOpMAIUs  OTHOCTHO
pas3riiexkATaHUTE KOHCTPYKIIH.
4. U3Boan

B noxsana e npeiokeH enH MOAXO0 3a
cpaBusBade Ha OTKC ¢ pa3nuyHu KOHCTPYKIIUU U
pa3auyHu nmapameTpu. [IpuBexIaiikn N3BECTHATE
napamerpu Ha OTKC xpM mnapamerputre Ha
T.Hap."eramonna koHcTpykuua' Ha OTKC craBa
BB3MOKHO JIa CE€ CpaBHSABAT  Pa3JIMYHHUTE
KOHCTPYKIIHH.

Ot MOJIYUCHUTE PE3YJITATU U TIOCTPOCHUTE
O TSIX JUHEHHU XapaKTepHUCTUKHU MOTaT jJa ObaaT
HaIpaBCHU CJIICIHUTEC U3BOJH:

JleMOHCTpHpaHUSAT B Marepuaja IMOAXOI 3a
CpPaBHHUTEJICH aHAJIN3 MOKa3Ba BUCOKH PE3YITATH.
[Tonmyuyenute 1o TO3M METOA peE3yATaTH ce
00paboTBaT U BU3YAIM3HPAT JIECHO.

Ilo To3u HauuH ce JaBa BB3MOMKHOCT 3a JIECHO
cpaBHeHue Ha OTKC ot pasznuyeH Bul, pa3indeH
THII U Pa3INYHU paOOTHU HAIIPEKEHHUS.
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CALCULATION OF DIELECTRIC
DISSIPATION FACTOR AT VARIABLE
FREQUENCIES OF MODEL TRANSFORMER

ONUR KAYA, T. CETIN AKINCI, EMEL ONAL

Abstract: The condition of the insulation is essential for secure and reliable
operation of transformer. Measuring capacitance and dissipation/power factor
helps us to determine insulation condition in bushings or between windings.
Changes in capacitance can indicate mechanical displacements of windings or
partial breakdown in bushings. Aging and degradation of the insulation, coupled
with the ingress of water, increase the amount of energy that is converted to heat in
the insulation. The rate of these losses is measured as dissipation factor. With
testing systems, you can even determine the capacitance and dissipation/power
factor at variable frequency. Therefore, aging phenomena can be detected earlier,
and corresponding action such as repair, oil treatment or drying can be initiated. At
this study, the dissipation factors of the model transformer is analyzed at variable
different frequency range. Especially the analyses at low frequencies range of

transformers are very important nowadays in terms of energy saving.

1. Introduction

The power transformer is one of the most important
parts of any electrical transmission and distribution
service. Although the transformer is a stationary
device and its design is quite simple, the maintenance
of the power transformer is rather troublesome [1].
Despite major advances in power equipment design in
recent years, the weak link in the chain is still an
insulation system. A greasy paper insulation system in
a power transformer can deteriorate under electrical,
thermal and environmental stress even under normal
operating conditions [2]. Unexpected failures result in
major degradations in operating systems, resulting in
unplanned outages and power distribution problems
[3]. Many power transformers are old nowadays. It is
a very expensive solution to replace transformers with
new ones just because they are old. Because most of
these transformers can work for many years. Since the
life of a transformer is directly related to the insulation
quality, monitoring of the insulation condition of the
transformers is an important issue [4]. Accurately
assessing and monitoring the condition of the oil-
paper insulation system is necessary to understand
how long the life of the transformer remains and not
only increases the reliability of the power source, but
also reduces maintenance costs [5]. At this study, the
model transformer is analyzed at different frequencies
range.

2. Measurement and Analysis Principles

Several recent techniques have been developed for
monitoring transformers in recent years [6]. Some of
these techniques are Recovery Voltage Measurement
(RVM) or Polarization Depolarization Current
Measure (PDC). Dielectric analysis can also be done
in the frequency domain as in our work, as in
Frequency Domain Spectroscopy (FDS) technique [7].
Frequency Domain Spectroscopy (FDS) diagnostic
techniques have recently become more popular than
other techniques. One of the reasons is that the
measurement of the loss factor (tan §) is independent
of the transformer geometry (shape). Another
advantage of FDS is that it is less noisy than other
insulation measurement methods (PDC, RVM) [8].
Numerous studies on the application of FDS
measurements have shown that measurements
between high and low voltage are least influenced by
the shape, weather, and external factors [6]. Frequency
Domain Spectroscopy (FDS) can measure loss factors
and capacity at low voltages and at all frequencies [9].
That is, it shows the general aging condition and
moisture content of oil-paper insulation of the FDS
transformer [10]. It is necessary to know the
equivalent circuit of the capacitance to understand
these analyzes well. Because an insulator can be
represented a capacitance as mathematical model.
Figure 1 shows a capacitance with parallel resistance
as an equivalent circuit of insulator.

Copyright © 2018 by Technical University of Sofia, Plovdiv branch, Bulgaria
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Fig. 1. . Equivalent capacitance circuit and vector
diagram

As seen in Figure 1, the total current I, flows from
the insulator. This current has two components, Iy
(ohmic) and Ic (capacitive). The angle between the
capacitive current Ic and the total It current is & and
the angle between the ohmic current Iy and the total It
current is 0. These angle values give the information
about the level of insulation. Here the loss factor is tan
S = Ig / I¢. The power factor is cos 6 = Iz / It [11].
Insulation of the transformer cannot be detected when
measured with a constant frequency. A complete
diagnosis can be made thanks to the measured loss
factor (FDS) [11]. Since the aging of the transformer
insulation is a slow-moving process, the analysis of
the transformer can be applied using the loss factor
(tan §). The dielectric loss factor tan & is one of the
key parameters for evaluating the high-voltage
insulation condition. Because this method can remove
the effects caused by random errors. However, the
dielectric loss factor can be affected by various factors
such as strong electromagnetic disturbance due to
normal operation of devices and environmental
temperature and humidity [12].

In this study, the insulation condition is observed by
using (Insulation Diagnostics Systems) IDA 200 as
shown in figure 2. IDA 200 is designed for diagnostic
measurements of electrical insulation.

Fig. 2. Insulation diagnosis system equipment

By using IDA 200 it is possible to identify insulation
materials in most high voltage installations (e.g power
transformers, measuring transformers, bushings,
paper- insulated cables).The diagnostic measurement
is made by applying a relatively low voltage up to 140
V. The IDA 200 measures capacitance and dielectric

losses at different frequencies both above and below
the frequency. By using filtering does not allow
harmonics. Electrical insulation occurs in all three
forms: solid (such as cellulosic paper and porcelain),
liquid (such as mineral oil), and gas. Insulation
systems with solid and liquid insulation are suitable
for IDA 200 measurements. However, IDA 200 is not
suitable for pure gas insulated systems. Most power
transformer's insulation system consists of oil and
cellulose. Both materials change their dielectric
properties throughout the lifetime of the transformer.
When only a constant frequency is measured, the
property changes in different materials are
indistinguishable. ~ Analysis of the measured
dissipation factor frequency characteristic allows the
inspected insulation to be diagnosed more accurately.
The system measures the impedance of a sample with
variable voltage and frequency. A Digital Signal
Processing (DSP) unit produces a test signal of a
desired frequency. This signal is amplified by an
internal amplifier and then applied to the sample. The
voltage and current are measured using a voltage
divider and an electrometer. For measurement input,
the IDA 200 uses the DSP unit which multiplies the
input (measurement) signals by the reference sine
voltages and then combines the results on a series of
loops. By using this method, noise are almost
completely filtered. Thus, the IDA 200 operates at low
voltage levels with high efficiency [13].

At this study, the model transformer is analysed by
using IDA 200. The model transformer is called
“Pancake Model Transformer”. The model consists of
eight shaped coils with ducts between them. The ratio
of barriers and spacers to oil ranged from 15 to 100 %
as described in the following table 1. This simulates
the main insulation of different transformers.

Table 1.The ratio of oil and spacers of pancake

transformer
Connection Oil / Barriers | Oil / Spacers
CH-B 83/17 85/15
DG-CH 72 /28 72 /28
E-DG 50/50 45/55
F-E 0/100 0/100

3. The Results of Measurements

When measuring the dielectric loss factor tan J, the
transformer tank and its windings are treated as a
natural capacity. In our two-winding transformer, as in
our example, there are three capacitors, between the
windings and the tank and also between the windings
[14]. The two windings transformer with 25 MVA
three phase and 110/20 kV used in this study is shown
at figure 3.
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Fig. 3. Simple display of capacitances of two-winding
transformers

Capacitance values are the values between the low
voltage windings and the transformer tank and the
high voltage windings and the transformer tank. Here;

CL: Capacity value between low voltage windings and
transformer tank

Cy: Capacity value between high voltage windings
and transformer tank

Cyr: Capacity value between transformer high and
low voltage windings

In the following graphs, the power factor, loss factor
tan & and capacity curves of some of the CH-B
connections of the pancake transformer for Cy, Cy
and C are shown in figure 4, 5, 6 respectively.

CHL change for CH-B connection(140 V)
R T

| | —©— tans
-=ér-- capacitance |
10 - - power factor [

tans, C, power factor
3
[
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Fig. 4. CHL change for CH-B connection (140 V)

CH change for CH-B connection(140 V)
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Fig. 5. Cychange for CH-B connection (140 V)

CL change for CH-B connection(140 V)

i
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—&— power factor
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Fig. 6. C; change for CH-B connection (140 V)

The high voltage bushings are critical components of
the power transformer and particularly, capacitive
high voltage bushings need care and regular tests to
avoid sudden failures. These bushings have a
measurement tap-point at their base and both the
capacitance between this tap and the inner conductor
(normally called C1) and the capacitance between the
tap and ground (normally called C2) are measured. An
increase of Cl indicates partial breakdowns of the
internal layers. To determine bushing losses,
dissipation factor tests are performed. H1, H2 and H3
are default labels for bushings of different phases.
HIC1: measurement of bushing H1 main insulation,
Cl, H2Cl: measurement of bushing H2 main
insulation, C1, H3C1: measurement of bushing H3
main insulation, C1, H1C2: measurement of bushing
HI insulation between test tap and ground sleeve, C2,
H2C2: measurement of bushing H2 insulation
between test tap and ground sleeve, C2, H3C2:
measurement of bushing H3 insulation between test
tap and ground sleeve, C2.

According to measurement results, dissipation factor,
and power factor and capacitance Cl variation are
obtained for CH-B connection of pancake transformer
can be shown in figure 7. Cl capacitance value is
evaluated as the main insulation of transformer. As
seen from figures of 4, 5 and 6, dissipation factor and
power factor values are high at low frequencies. As
the frequency values increase, dissipation factor, and
power factor also decrease. In figure 5 and 6, the
capacitance values are not changed, but in figure 4, it
is slightly higher than the values at low frequencies.
The dissipation factor and capacitance of Cy, Cy, Cyy,
Cl and C2 are shown for the frequency of 60 Hz in
table 2. The dissipation factor and power factor of Cyy
are higher than that of C; and Cy; for the frequencies of
low range.

Copyright © by Technical University - Sofia, Plovdiv branch, Bulgaria
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Table 2. Tan & and capacitance values of CH-B
connections of model transformer for

the frequency of 60 Hz

Sweep Tan & Capacitance(pF)
CH 0.3428 4581

CHL 0.2589 6984

CL 0.248 1.512E4

H1C1 0.5637 411.6

H2C1 0.5535 418.7

H3C1 0.5623 411.9

H1C2 0.3604 5388

H2C2 0.3604 5388

H3C2 0.3716 5441

The pancake transformers have different oil spacers
ratio as shown in table 1. CH-B connections has the
largest oil ratio while F-E connections has 0 amount of
oil. The additional analysis for F-E connections with
the aim of comparison is seen in figure 8.

tans, C, power factor

i

. . !

10 w

10
Frequency(Hz)

Fig. 8. Cy; change for F-E connection (75 V)

The variations of the dissipation factor and power
factor of F-E connections are smaller than that of CH-
B connections. This case can be explained by the fact
that there are fewer losses due to lack of oil.
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4. Conclusion

In this study, the dissipation, loss factor and
capacitance values of Cy, Cy and Cp, C;H; are given
for CH-B type connection of the pancake model
transformer. In the loss factor and power factor curves
of Cy, Cp and C,H, are found to be very close to each
other at the high frequency range. However, these
values at low frequencies are very different each other.
So the dissipation factor, power factor and capacitance
values are more determinative for us. The dissipation
factor of Cy for a frequency of 0.1 Hz in CH-B mode
is approximately 2.5 times greater than that of Cy and
approximately 7 times greater than that of Cp. On the
frequency of 60 Hz, the dissipation factor of Cyy is
approximately 1.5 times higher than that of Cy and
approximately 2 times higher than that of Cp. At the
frequency of 1000 Hz, the rates are quite variable. At
the low frequencies, the dissipation factor value is the
highest for Cy, while at the lower frequency, the
dissipation factor is the lowest. While the dissipation
factor of C, and Cy are close to each other, the
dissipation factor of Cy; are about 1.5 times smaller
than that of C; and Cy. Today, transmission and
production at low frequencies is preferred due to the
fact that losses are low. In particular, since diagnostic
tests are performed at low frequencies such as 0.1 Hz,
a more detailed analysis of low frequency experiments
is required. The capacity and dissipation factor
changes give us information about the type of error.
For example, short circuit turns and changing of
magnetizing are seen at the low frequency response
while the medium frequency response is sensitive to
hoop buckling and axial movement faults in the
transformers. The high frequency response is sensitive
to the part of the properties of windings and grounding
problems. For this reason, the capacitance and
dissipation analysis according to frequency are very
important for detecting faults in transformers.
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TWO NEW TYPES OF COMPACT ULTRA-WIDE
BANDWIDTH ANTENNAS FOR 3-AXIAL RF
FIELD STRENGTH MEASUREMENT.

SARANG M PATIL

Abstract: In later years, embedded systems and smart sensors have been of increasing
interest for a machine to machine (M2M) communication and automation of services.
Embedded systems also improve the standard of living by offering a higher level of
functionality to the home, workplace and to the environment we live in. To manage the
situation with an increasing density of mobile electronic devices where many are equipped
with wireless communication technology, EMC issues must be considered at the planning
stage. The EMC regulations are an essential step since they are helping people to realize
that it is necessary to address electromagnetic compatibility problems. The problems have
to be solved before products involving electronic circuits can be put on the market. Using
electromagnetic compatibility test probe to identify situations where EMC problems may
occur, the EMI threats can be reduced by EMC barriers in the design of electronic devices.
Conventional field strength sensors use different detection Methods, each having
advantages and disadvantages. Electromagnetic fields are conventionally measured using
diode detectors or thermocouple detectors. The diode is limited in dynamic range. We
present two new types of ultra-wideband antennas for EMC measurements: the calculable
Rod-dipole antennas and the Hexagonal shape fractal dipole antenna. Three orthogonal
dipole antennas connected with the hybrid coupler; result in a fast, broadband, and high
dynamic range field strength probe. Both antennas have a compact size and Broad
bandwidth for flexibility in EMC measurement tests. The antennas have a low manufacture
cost and lightweight, easy for installation, the concept described, and simulation results are
shown.

Keywords: Ansys HFSS, Broad Bandwidth Antenna, Electromagnetic Compatibility,
Fractal Antenna, pre-compliance test, 3-axis field probe.
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1. Introduction

The necessity of electromagnetic
compatibility (EMC) is not that obvious for people
with no experience from electronic design. It is,
however, necessary for modern electronic devices
to be designed with electromagnetic compatibility
issues in mind to fulfill all safety and protection
requirements and offer the functionality and quality
expected from the device. An apparatus both emits
and receives electromagnetic energy conducted on
attached cables or radiated from enclosures and
cables. That is just a side effect when an electronic
device is offering some functionality and cannot be
avoided entirely.

Because of this undesired side effect there are
legislated demands on the device regarding its
electromagnetic properties. Which means that a
manufacturer of an apparatus covered by the
directive must design the equipment and specify
how it should be used so that it does not cause

electromagnetic disturbance harming other devices
that do comply with the directive? Also, the
apparatus must be designed to be immune to an
average level of electromagnetic energy in the
environment it is intended to be used.

Most electronic design engineers well understand
that it is essential to meet requirements on EMC.
However, the lack of easy to use design tools to
address EMC problems often makes EMC fixing
necessary at a late stage in the design process.
Better knowledge of EMC barriers as components
and design blocks can simplify EMC considerations
at an early design stage.

Many EMC antennas are available in the
market, such as ETS-Lindgren EMC antennas [1],
active LogPer directional antennas [2], etc.

Electric field strength is conventionally
measured using thermocouple elements or diode
detectors [3], [4]. The thermocouple is used for
determining the real root mean square (RMS) of a
signal. but it is too slow to measure the envelone

Copyright © 2018 by Technical University of Sofia, Plovdiv branch, Bulgaria
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and peak of fast-changing fields, such as the ones
described earlier. The diode is limited in dynamic
range because the diode-based detection is square-
law with a small signal but becomes linear with a
significant signal until it is overloaded and
damaged.

To measure all three components of electric field
vector, a tailor-made antenna type called "Tripole"
1s most beneficial over conventional antenna;
different EM wave field is measuring antenna with
the comparison is discussed in previous work [5].

In this paper, we present two ultra-wideband
antennas as alternatives to EMC antennas in the
market. Both antennas have a compact size,
excellent reflection coefficient, stable gain therefore
linearly increased antenna factor with frequencies.
Besides, these two antennas can have different port
setups, offering flexibility to varying tests in EMC
measurements. The manufacturing cost of the
antennas is also low.

2. Three-Axial Rod Dipole Structure

Three-axis antenna consists of three
orthogonal dipole antenna oriented as shown in
figurel.The response of each dipole is more
strongly to linear polarized signal that matches the
antenna elements. Each element output of this array
is proportional to the vector field components Ex,
Ey, and Ez.

Dipole on Y-axis

¥

-~ Dipole on X-axis

Dipole on Z-axis

Fig. 1. Simulated Return loss for a dipole antenna.

The antenna consists of an array of three
orthogonally arranged dipole elements, each with its
Feed line along with hybrid balun. Wide-band,
calculable dipole antenna along with balun design
and dimensions, has explained in previous work [6],
the single dipole antenna is designed for reference
frequency 1.3GHz to cover the range of frequencies
from 900MHz to 3.2GHz. Unique antenna geometry
along with coaxial cable with specified length
placed orthogonally to each other, like one dipole
on X-axis, second on y-Axis and third on Z-axis
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respectively. The result of this geometry explained
in the following section.

2.1 Return Loss S11 of Single dipole

For the wide-band coverage from 700MHz to
3GHz, the reference frequency is set to 1.3GHz and
accordingly a dipole dimension is calculated using a
standard formula of the dipole. So dipole total
length L is 10.3cm including the gap between two is
GL =7mm. For this sizes, the antenna is simulated

S Paramat ters.

Fig.2. Simulated Return loss for a dipole
antenna.

See Figure 2 is returned loss of calculable
reference antenna with the balun, As per above
graph, marker one start from 900MHz and end at a
3.2GHz frequency and for this 0.9-3.2GHz
frequency range return loss S11 value less than
-10dB. Maximum peak is detected at frequency
1.3GHz, and its value is -39.96dB.

2.2 Return Loss S11 of three orthogonal
dipole

In electric field strength measuring case, for
high accuracy, three crosses orthogonal dipole are
arranged. Return loss s11 of XY plane is shown in
figure 3; it shows that return loss is below -10dB for
the range of frequency approximately from
900MHz to 3GHz, similarly return loss S11 of xz
and yz plane are shown in figure 4 and 5
respectively.
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Fig.3. Simulated Return loss S11 in XY
Plane
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2.3 Polar radiation pattern

Polar radiation pattern at frequency 2GHz
shown in figure 6; antenna provides a perfect
pattern with maximum gain is 2.3 dB,

Name | The | Ang | Meg Radiation Pattern 2
1| 300000 30000 30891
2| 300000 | 20000 15248

3| 0000 | 0000 32199

eady mode_components

0

Fig.6. Polar radiation pattern of antenna at 2GHz.

2.4 3D Radiation and Directivity

Seen in figure 7, the Smith chart of the
antenna, characteristics impedance is most crucial
aspect in antenna designing, theoretically power and
cable impedance was considered as 50€2, a per the
simulation results with Smith chart characteristics
impedance is calculate, impedance value is
approximately equal to theoretical consideration, as
per the result characteristics impedance is 73.53 at
1.35 GHz frequency.
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Fig.7. Smith chart of dipole antenna

2.5 3D Radiation and Directivity
3D radiation pattern and 3D directivity is
shown in figure 8 and 9 respectively
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Fig.8. 3D Radiation pattern of an antenna.
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Fig.9. 3D Directivity plot.

3. Three-Axis Fractal Dipole Structure

Three-axis antenna consists of three
orthogonal cross-coupled dipole-arms placed in X,
Y and Z axis. The antenna orientation as shown in
figure 10.

The antenna array consists of the three
orthogonally placed dipole elements, each with its
Feed line. Design of hexagonal fractal dipole
antenna along with feeding techniques has
explained in [7] previous work. A single
dipoleantenna is designed for reference frequency



3GHz to cover the range of frequencies from 2 GHz
to 12GHz. Unique antenna geometry along with
coaxial connector with above-specified length
placed orthogonally to each other, like one dipole
on X-axis, second on a y-axis and third on Z-axis
respectively. The result of this geometry explained
in the following section.

Fig. 10. Proposed HFSS module of 3-Axis
Orthogonal fractal dipole.

3.1 Return Loss S11 of Single dipole

For the Ultra-wideband coverage from 2GHz
to 12GHz, the reference frequency is set to 3GHz,
and accordingly, dipole dimensions are designed
using a hexagonal shaped fractal dipole. So dipole
whole substrate dimension is 44mm*33mm
including a gap between two arms.
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3.2 Return Loss S11 of three orthogonal
Dipole.

In electric field strength measuring case,
for high accuracy measurement of field strength,
three crosses orthogonal dipole are arranged. Return
loss S11 shown in figure 12; it shows that return
loss is below -10dB for the range of frequency
approximately from 0.5 GHz to 12GHz with
minimum value is -29.19. The graph of S21 and
S22 is shown in figure 13 and 14

Reflection Coefficient HFSSDesignconected &

(1] s 2‘33 ' ié{‘ o E‘III‘
FE]

Fig.12.Simulated Return loss S11.
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Fig.13. Simulated Return loss S21.
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Fig.11. Simulated Return loss for dipole
antenna

Figure 11 shows the return loss (S11) of the
hexagonal fractal dipole antenna, As per above fig.
11, marker m1 start from 2.8GHz and end at the
12GHz frequency and for this frequency range
return loss S11 value is less than -10dB. Maximum
peak is detected at frequency 8.2 GHz, and its value
is -22.dB.This design provides excellent agreement
between mathematical model and simulator design.

Fig.14. Simulated Return loss S22.

3.3.VSWR plot

VSWR plot shown in figure 15; it shows that
antenna is a good radiator for the range of
frequency approximately from 2.8 GHz to 8.83GHz
with minimum value is 1 and second band is
observed from 9.5-11.17GHz with a minimum
amount less than 1.
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Fig.15. Simulated VSWR plot.

3.4.Polar radiation pattern of antenna at
3GHz.
Polar radiation pattern at frequency 3GHz
shown in figure 16; the antenna provides the perfect
design with maximum gain is 19.0 dB,

Tutplam gamn
o
A e

Fig. 16 The polar radiation pattern of an
antenna at 3GHz.

3.5. 3D Radiation pattern and Directivity
3D radiation pattern and 3D directivity are
shown in figure 17 and 18 respectively.

3D Polar Plot 1

ETotal O
et

Fig.17. 3D Radiation Pattern of an
Antenna.

3D Directivity

Fig.18. 3D Directivity Plot.

4. Conclusion

We present two new ultra-wideband antennas
as alternatives to EMC antennas in the market. Both
antennas have some characteristics, such as stable
antenna gain and fixed phase center location, full
bandwidth which may be interpreting for some
EMC measurements.
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AN EXPERIMENTAL SETUP FOR
DETERMINATION OF THE RESONANT
FREQUENCIES OF A MECHANICAL FRAME
STRUCTURE

SVETLIN STOYANOV

Abstract: An experimental setup is developed to measure, process, and analyze the free
vibrations of a plane frame structure. The vibration signal processing is realized in the
software systems LabView and Matlab. The vibration spectrograms are obtained. The
resonance frequencies are determined and compared with theoretical results from the

corresponding eigenvalue problem solution.

Key words: experimental setup, resonant frequencies, natural frequencies, eigenvalue
problem, the Fourier transform, frame structure, finite elements method, Abaqus, LabView,

Matlab

1. Introduction

The resonant frequencies and the
corresponding natural mode shapes of a mechanical
structure can be obtained by modal or by
operational analysis. In the case of modal analysis,
the excitation applied to the mechanical structure
investigated is fully known. Usually, one uses an
impulse hammer to realize excitation force with a
known value. However, when the vibration analysis
is realized in working conditions, the input
excitations are unknown or partially known. This
analysis is named operational analysis.

In [4] is presented an investigation of the
natural and resonant frequencies of a cantilever
beam. The frame structures are, however, more
commonly used in the areas of mechanical and civil
engineering [2]. The determination of the frequency
response function of a mechanical structure requires
the value of the excitation force to be known [3].
However, the resonant frequencies can be obtained
without knowing of the excitation force value,
based only to the structure response [4]. Taking into
account that the resonant frequencies are the most
important information to generate or to avoid
resonance, the aim of this work is to develop an
experimental setup for determination of the resonant
frequencies of a frame structure.

2. Theoretical background

By applying of Newton’s second law of
motion, one obtains the government equation of the
mechanical structure free vibration:

[MI{X} + [CI{X} + [K]{X} = {0}, (1)

where [M], [C], and [K] are the mass, damping, and
stiffness matrix of the mechanical structure
investigated; {X}, {X}, and {X} are the vectors,
which contains the displacement, velocity, and
acceleration of each structure degree of freedom.
The displacement {X} can be described as a
harmonic function of a vibration amplitude {¢p} and
a circular frequency w as follows:

X} = {¢} sin(wt). 2)

Substituting (2) in (1), and neglecting of the
damping leads to the eigenvalue problem [1]:

(—w?[M] + [KD{¢} =0 A3)
with the characteristic equation
|[K] — w?[M]]| = 0. “4)

The frequency w represents the natural circular
frequency, its square represents the eigenvalue with
the corresponding eigenvector {¢p}, which describes
the mode shape of the system.

When the mass matrix is positive definite,
all eigenvalues are positive. Rigid body modes and
instabilities cause the mass matrix to be indefinite.
Rigid body modes produce zero eigenvalues and
instabilities produce negative eigenvalues [1].
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3. The experimental setup description

The experimental setup created includes a
plane steel frame structure, a piezoelectric
accelerometer, a signal conditioner, a data
acquisition device, and a computer system. For the
measured signal processing, a LabView virtual
instrument is developed. A photo of the setup is

T b Gt Wt
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shown on Fig. 1. A drawing of the plane frame used
in the setup is shown on Fig. 2. The accelerometer
is attached at point A. The type of the piezoelectric
accelerometer used is KD 35. This accelerometer
has voltage sensitivity of 5.01 mV/ms® and
frequency

resonance above 10 kHz.

Fig. 1. A photo of the setup created

460
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N
_{

F—15.0 —

Fig. 2. A drawing of the frame used it the
experimental setup

The voltage  generated from  the
accelerometer is amplified by a signal conditioner
SCM5B-40. This signal conditioner provides a
channel of analog input, which is amplified,
isolated, and converted to a high-level analog
voltage output. The amplified analog voltage is
converted then to a digital voltage through a data
acquisition device NI USB-6009. After that, the
vibration signal is processed by LabView virtual
instrument developed. The virtual instrument is able
to realize the Fourier transform and obtain the
vibration spectrograms. Also, the virtual instrument
developed finds the peak points on the spectrograms

and determine some of the resonant frequencies of
the frame structure investigated.

4. Theoretical results

A CAD model of the frame structure is
created in the integrated working environment of
the software system Abaqus. The corresponding
eigenproblem is solved according to (3) and the
natural frequencies and mode shapes are
determined. The first thirteen of the natural
frequencies are shown in Table 1, and the first six
natural mode shapes are presented on Fig. 3. Some
of the nodes and antinodes are also shown.

Table 1. Theoretically obtained values for the

natural frequencies
N Natural N Natural
frequency, Hz frequency, Hz

1 254 8 1112

2 315 9 1236

3 414 10 1540

4 706 11 1795

5 839 12 2111

6 901 13 2410

7 1039
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Fig. 3. Theoretically obtained natural mode shapes

5. Experimental results and comparison

The experimental setup created is used to
determine some of the resonant frequencies of the
frame structure used. For this purpose, an impulse
initial excitation is applied at point A of the frame.
This cause the frame to start running free damped
vibrations. The vibration acceleration time-diagram
is shown on Fig. 4. The vibration time-domain
signal of a point of the system is polyharmonic, i.e.

40

it is a sum of harmonics each with its own
amplitude and frequency. The frequencies of these
harmonics are free damped vibration frequencies,
i.e. they are some of the resonant frequencies of the
structure investigated. Therefore, these resonant
frequencies can be determined by decomposing the
polyharmonic signal through the Fourier transform.
The acceleration spectrograms obtained and the
resonant peaks are shown on Fig. 5.

30
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T
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T

-30

_40 I ! I I \
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0.76

Fig. 4. A time-diagram of the measured vibration acceleration
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Fig. 5. A spectrogram of the measured vibration acceleration

From (3), one can see that the natural
frequencies are derived neglecting the system
damping. Therefore, they are higher than the
corresponding  resonance  frequencies.  The
difference, however, can be usually neglected [4].
Thus, this comparative study is done by comparison
the experimentally obtained resonance frequencies

to the theoretically obtained natural frequencies.
The results are shown in Table 2. For the 3rd and
8th natural mode shape, the top frame member has
no deformations (Fig. 3) and the corresponding
resonant frequencies cannot be determined with an
accelerometer mouthed at point A (Fig. 2).

Table 2. The results comparison

Mode Theoretically obtained Experimentally obtained Absolute Relative
N natural frequency, Hz natural frequency, Hz difference, Hz difference, %
1 254 244 10 4
2 315 332 15 5
3 414 - - -
4 706 718 10 1
5 839 830 10 1
6 901 918 15 2
7 1039 996 44 4
8 1112 - - -
9 1236 1182 54 4
6. Conclusion machine tool based on operational modal
An experimental setup for determination of analysis and experiment modal analysis. The
the resonant frequencies of a plane frame is created. International Journal of  Advanced
The results obtained with the setup are compared to Manufacturing Technology, volume 95'-
theoretical results and the difference is under 6%. 4. Stoyanov, S. (2017). Sensors mass influence
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STUDYING AN AXIAL GENERATOR WITH ROTATING
MAGNETS IN ITS STATOR WINDINGS

NIKOLA GEORGIEV

Abstract: An axial generator with modified construction has been considered here, with
rotating magnets in its stator windings. Simulation by the finite elements method Femm 4.2
has been carried out and both the distribution of the magnetic induction and the induced
e.m.f. in one stator winding have been obtained. A model in OrCAD has been created, by
means of which the phase voltage on an active load has been simulated and then compared
to the experimentally measured phase voltage. A scheme of a voltage doubler has also been
simulated in OrCAD and the obtained phase voltage has been compared to the measured
rectified voltage. The obtained models simulate with good precision the operation of the

studied generator.

Key words: axial, generator, rotating, magnets, permanent

1. Introduction

Low power axial generators with permanent
magnets in their rotors find application in practice
most frequently as wind or hydro-generators due to
their simple, reliable and easy to produce
construction. There are no excitation windings or
current in these generators, which leads to high
efficiency in operation [1], while the considerable
air gap reduces the magnetic attraction between the
rotor and the stator, as well as the resistive moment
[2].

Single-phase axial generators are easier to
produce than the three-phase ones and the voltage in
them is higher. Papers [3] and [4] consider similar
single-phase generators with two rotors and a stator,
for which the flux linkage has been calculated by
the finite elements method, from where the r.m.s.
value of the phase e.m.f. has been calculated.

The present paper presents a model of the
magnetic field in one stator winding in a low power
axial two-rotor generator with rare-earth magnets
and one stator with rotating permanent magnets in
it, developed by the finite elements method Femm
4.2.

2. Exposition

The axial generator, considered here, consists
of two steel rotors with dimensions D200xH4 mm
with sixteen rare-earth magnets each, measuring
20x20x10 mm. The stator, made of turbonit,
measures 240x 240x4 mm and has eight windings

with 600 turns of a conductor with cross-sectional
area $=0,385 mm” in each. The air gap (the distance
between two opposite magnets in the rotors) is
[=40 mm.

The two-dimensional method of finite elements
Femm 4.2 [5] is used in the process of modeling,
since this is the way of defining the magnetic
induction along the vertical for a stator winding of
the generator. After that the magnetic flux is
defined and the induced e.m.f. in one of the stator
windings of the generator with rotating magnets is
calculated at active load of 10 Q.

Fig. 1 shows the constructive scheme of the
studied two-rotor generator with rotating magnets in
its stator windings and the notations in the figure
are as it follows: 1 — the turbonit stator; 2 — the
stator windings; 3 — the steel rotors and 4 — the rotor
magnets; by 5 the rotating rare-earth magnets in the
stator windings are denoted.

3 4 5 2

Fig.1. Generator with rotating magnets in its
stator windings
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By means of the method of finite elements
Femm 4.2 the distribution of the magnetic field in
the two-rotor single phase generator is obtained at

different angles of rotation of the permanent
magnets in the stator windings — Fig. 2.
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Fig.2. Distribution of the magnetic field in the generator with rotating magnets in its stator windings

Fig. 3 shows the integral magnetic induction
for 1 m’ along the vertical B,,, as well as the volume
of the stator winding V...

Integral Result Integral Result

x-component: 1.0463%e-007 Tesla meter~3

~
y-component: -2.83451e-006 Tesla meter ~3 R EETE

Fig.3.

With their help the magnetic induction for the
volume of the stator winding B’.is calculated and it
is equal to

¢ : (M

By means of the defined magnetic induction it
is possible to calculate the induced e.m.f. at
different angles of rotation of the permanent magnet
in one stator winding [6]

e(t)=NwAB. cos 6 ’ @

N is the number of turns in the winding;

@ - the circular frequency;

A - the cross-sectional area of the
winding;

where:

6 - the angle measured in degrees.

The circular frequency can be expressed by the
number of revolutions per minute » and the number

of pole pairs of the generator p

_2mp

60 ) 3)

From expressions (2) and (3) for the induced
e.m.f. in one stator winding it is obtained

e(r)= NZL y 4B coso
30 . 4)

With the help of the expression (1) and Fig. 3
the change of the integral magnetic induction for the
volume of the stator winding is found — Fig. 4,
while the induced e.m.f. at different angles of
rotation of the permanent magnet in one stator
winding at active load is obtained from expression
(4) and Fig. 4 — Fig. 5.
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Fig.7.

Fig. 8 shows the voltage on the load in in-

. net, measured by an oscilloscope.
Fig.5.

By means of OrCAD - Fig. 6. — the instant form
of the e.m.f. for one stator winding of the generator
with rotating magnets in its stator windings is
modeled. By V1, V2 and V3 here the electromotive
voltages in instant form are denoted for the first,
second and third harmonics respectively, while the
active resistance and the inductivity of the stator
winding are denoted by R1 and L1 correspondingly.
R2 denotes the active load, connected to the
winding.

V1
When comparing the figures 7 and 8 it can be
seen that the instant form of the phase voltage for
V2 one winding of the generator with rotating magnets

in its stator windings in OrCAD well simulates the
real phase voltage.

In order to test the simulations of the generator
with rotating magnets in the stator windings, their
phase voltage is rectified by means of the voltage
doubler as in Fig. 9. The rectified phase voltage
from the model in OrCAD is U,,,;~4,8 V at n=500
min™', Fig.10.

V3

Fig.6.
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Table 1 presents the phase voltages, both
measured and calculated by the model, at n=100,
300 and 500 revolutions per minute for one stator
winding, as well as the relative error of the model in
OrCAD.

Table 1.
n, min” 100 300 500
Upda, V| 0,96 2,38 4,8
Upeas, V| 0,91 2,74 4,62
3, % 5,49 5,11 3,89

3.Conclusion

An axial generator with modified construction
with rotating magnets in the stator windings has
been considered. From a simulation by the method
of finite elements Femm 4.2, the distribution of the
magnetic induction at different angles of rotation
of the permanent magnet in one stator winding has
been obtained.

[1-82

A model in OrCAD has been obtained, by
means of which the phase voltage on an active load
has been simulated and compared to the
experimentally measured phase voltage. A scheme
of the stator winding, as well as of a voltage
doubler, have also been simulated in OrCAD and
the obtained voltage has been compared to the
measured rectified phase voltage.

The maximum relative error is comparatively
low 0=5,49 %, which confirms that the models,
obtained by means of Femm 4.2 and OrCAD,
simulate with good precision the operation of the
studied generator.
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IMPLEMENTATION OF A NOVEL FORCE
COMPUTATION METHOD IN THE FEMM
SOFTWARE

VASIL SPASOV, IVAN KOSTOV, IVAN HADZHIEV

Abstract: A novel force computation method is implemented in the Finite Element Method
Magnetics software - the nodal force method. For this purpose supplementary code is
developed in C++ and added to the FEMM source code. In addition to force computation,
the extended version of FEMM enables also force visualization that was not possible until
now. To demonstrate the capabilities of the extended version of FEMM, the forces of three
models are computed and visualized — two current-carrying copper busbars, an AINiCo
permanent magnet with steel core and a benchmark non-linear dc electromagnet. A
comparison is made between the newly implemented nodal force method and the available
Maxwell’s stress tensor method from the viewpoint of accuracy and visualization

capabilities.

Key words: Finite element method, electromagnetic force, nodal force method, FEMM

1. Introduction

Finite Element Method Magnetics
(FEMM) is a finite element software for solving
2D problems in low frequency magnetics and
electrostatics [1]. The program addresses linear and
nonlinear magnetostatic problems, time harmonic
magnetic problems and others. FEMM has been
extensively used in science, engineering, industry
and for teaching electromagnetics in higher
education [2]. It is a free, open source, accurate and
low computational cost product. There is no limit
on the problem size — the maximum number of
finite elements and nodes is limited only by the
amount of available memory. This enables to solve
problems resulting in more than a million elements
on a personal computer.

The aim of this paper is to extend the
capabilities of the FEMM software when computing
and visualizing electromagnetic forces of electrical
devices. For that purpose the mathematical model of
a novel electromagnetic force computation method -
the nodal force method, is developed [3,4]. This
mathematical model is implemented in the FEMM
postprocessor by developing a C++ code.

To verify the extended version of FEMM,
the forces of three models are computed and
visualized. The models are two current-carrying
copper buses, an AINiCo permanent magnet with
steel core and a benchmark non-linear dc
electromagnet.

The present paper is organized as follows.
The derivation and analysis of the nodal force
method are presented in Section2. The
implementation of the nodal force method and the
force visualization enhancements to FEMM are
discussed in Section 3. The accuracy of the
extended version of FEMM is validated numerically
in Section 4. Finally, conclusions are drawn in
Section 5.

2. Derivation of the nodal force method

The nodal force method (NFM) is derived
for the two-dimensional case using first-order nodal
triangular finite elements. In NFM the work 6W

performed by  electromagnetic  force  for
displacement du is [5]:

W[t a0 (ik=xy. O
0k

Here 1, are the Maxwell stress tensor

components and Q is the analyzed region.
The Maxwell stress tensor components are
defined as:

B:-0.5B> BB T, T
[T]zi ' 2 . 2 :|: o ](2)
M| B,B, B2-0.5B Ty Tyy
where p, is the permeability of air, B is the
magnetic flux density magnitude and B; (j=x,y)

is the magnetic flux density component along the
two axes.
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The displacement is interpolated by the

well-known continuous and piecewise-
differentiable shape functions N, of nodal
triangular elements [6]:

ou, = ZNiSuni, (3)

where n is the number of element nodes and i is
the shape function number.
Replacing (3) in (1) yields:

SW= Zﬂ:(—”tik%dﬂJ Su ;s (Lk=x,y). (4)

On the other hand, the completed work is
equal to:

1

W =>"f du, (5)

where f, is the i" component (i=x,y) of the

nodal force acting on node n.
After equating (4) to (5) it is obtained for
the nodal force:
ON,
f,=—|[1, ——dQ. (6)
ni J‘J. ik 81(

Based on (6), the x component of the force
of node n of one triangular finite element can be
computed by the 2D finite element method as
follows:

f :—(rxxbk +rxyck)-Se- (7

nx

Here b, and c, are the shape functions
coefficients of the nodal first-order triangle and S_

is its area.

The integration in (6) for a node is
performed for all elements to which the node
belongs. The total force acting on a part is obtained
by summing up the nodal forces of all nodes
included in the part.

Next the computer implementation of NFM
will be analyzed. Formula (7) shows that the nodal
force method uses only quantities that have already
been computed during the finite element analysis. In
other words, due to the absence of additional
arithmetic operations, the NFM needs less CPU
time as compared to the Maxwell’s stress tensor
method (MSTM).

To perform (7), no integration contour
should be defined, as required by the MSTM in
FEMM. Thus two more advantages are to be
expected: the NFM can be implemented fully
automatically in models of arbitrary shape and its
accuracy is not affected by the choice of the
integration contour needed by the MSTM [1].

Another important advantage of the NFM is
that it directly computes the local electromagnetic
force, i.e. the force acting on every finite element
node. Therefore, to create vector plots of force, no
additional post-processing is needed. In contrast, the
Maxwell’s stress tensor method calculates only

-84

global force. Local force is often needed for the
analysis and design of electrical devices and for
post-processing purposes, as shown below in
Section 4.

The above-mentioned advantages make the
NFM very attractive to use. Due to these
advantages, the NFM has been the method of choice
to extend the capabilities of the FEMM software.

3. Implementation of the nodal force
method in the FEMM software

The nodal force method is implemented in
the Finite Element Method Magnetics software
using object-oriented programming in C++ [7]. To
visualize the computed force, supplementary code is
developed and added to the FEMM source code.

First a base ForceAlgorithm class is created
which defines the common attributes and member
functions of all descendent algorithms [7]. The
NodalForce class inherits the ForceAlgorithm
characteristics and specifies additional methods
related to the implementation of the nodal force
algorithm. This enables to easily add other classes
such as the VirtualWorkForce in the future.

The ForceAlgorithm class defines a virtual
function solve(). This means that all derived
algorithm classes from this class must provide their
own implementation of the function, thus defining a
common pattern of usage. As a child of
ForceAlgorithm, the NodalForce class contains the
code needed to actually perform the calculation in
solve(). The implementation details of the above
algorithm are hidden by abstraction in the
ForceAlgorithm class.

The class ForceAlgorithm stands at the base
of the class hierarchy. It contains methods and
attributes which are common to the different
algorithms. They include parameters of one finite
element such as the magnetic flux density
components and magnetic permeabilities along the
two axes. A MeshNode array is created containing
the element node coordinates. Memory is allocated
dynamically in the constructor of ForceAlgorithm
for the result returned from solve(). The destructor
of ForceAlgorithm cares for memory deallocation.

The NodalForce class is a subclass of
ForceAlgorithm and inherits all attributes from the
parent class. The forces acting on the three nodes of
one finite element are calculated in solve(). For this
purpose the Maxwell stress tensor components in
(2), the shape function coefficients and the force
components in (7) are computed and assigned to
variables. Then the method solve() returns the force
vectors in the three nodes of the finite element
being analyzed.

The invocation of the nodal force algorithm
is done in the Block Integrals section of the code.



The Block Integral is applied over the
selected integration areas from the model. After the
integration areas are selected, invocation of the
nodal force algorithm can be done.

The method add vector result performs the
integration in (6). This integration is carried out by
summing up the force components along the two
axes on the nodes of the selected finite elements.
The reference passing avoids duplication of objects
in memory while calculating the nodal force.

Due to the extension of FEMM by the nodal
force method, the original Block Integrals dialog for
invoking the Nodal Force algorithm is modified by
adding one more entry (Nodal Force) to the drop-
down list. The modified dialog of the extended
version of FEMM is shown in Fig. 1.

Block Integrals

A.J [~
Ad

A

Magnetic field energy

Hyst. andfor Laminated eddy current losses
Resistive losses

Block cross-section area

Total losses

Total current

Integral of B over block

Block volume

Lorentz force (J x B)

Lorentz torque (r xJ x B)

Magnetic field coenerg
Fig. 1. Modified dialog for the
Nodal Force algorithm

As shown in Section2, an important
advantage of the nodal force method is that it
computes local force. To utilize this advantage, the
visualization capabilities of FEMM are enhanced by
developing supplementary code in C++ and adding
it to the source code. The original View context
menu is modified by adding one more entry (Force
vectors) to the drop-down list in Fig. 2.

Fig. 3 shows the entirely new dialog
designed for the purposes of force visualization.

The local forces acting on the finite
elements nodes are displayed as vectors whose
direction coincides with the direction of force. The
length of these vectors is obtained by scaling the
magnitude of forces using the Choose scale slider at
the top of the dialog in Fig. 3. The value in the
Maximum length edit box shows the longest vector
length when the slider is set to the rightmost
position.

The vectors of computed forces are drawn
as arrows. As seen in Fig. 3, several options for the
head angle, length and colour of arrows are
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provided. Applications of the developed
visualization enhancements are given in the next
section.

@ Electromagnet 1000 AT.ans - femmvie-

File Edit Zoom |View | Operation PlotX-Y Integrate

o | /w0 | - | 1] &3]«

Force vectors
Selected Mesh

Density Plot
Contour Plot
¥ Smoothing

Show Mesh
v Show Points

Show Grid
Snap Grid
Set Grid

Circuit Props
Status Bar
Point Props
ToolBar

ol )

Lua Console

Fig. 2. Modified context menu for the
Nodal Force visualization

Draw Nodal Force g‘

Scale properties

Choose scale: J

Maximum length: |2

Arrow properties:

Head angle: Head length:
® 30 deg @ 20 percent
(" 40 deg (" 30 percent
" 50 deg " 40 perceni

Color of vectors:

" Black
™ Blue Cancel

Fig. 3. New dialog for the
Nodal Force visualization

The above described extensions to the
Finite Element Method Magnetics source code are
made according to the Document/View Architecture
(MFC) [8].

Copyright © by Technical University - Sofia, Plovdiv branch, Bulgaria



4. Accuracy validation and visualization by
the extended version of FEMM

In this section the accuracy of the extended
version of FEMM is validated by comparing the
implemented nodal force method with the
Maxwell’s stress tensor method, available in the
conventional FEMM. For that purpose three models
are analyzed and their electromagnetic forces are
visualized by the new FEMM capabilities.

The first model consists of two copper
busbars carrying currents of 100 kA in the same
direction [9]. The geometry is shown in Fig. 4. The
dimensions are in centimeters. The finite element
mesh has 25427 nodes and 50295 triangles.

Copper

20

10 . 20

Fig. 4. Geometry of the copper busbars

Table 1 shows  the  total  x-axis
clectromagnetic forces between the busbars when
the currents flow in the same direction. The forces
are computed analytically, by the Maxwell stress
tensor method and by the nodal force method.

10

Table 1. Forces between the busbars

Analytical [N] | MSTM [N] NFM [N]
6333 6328 6336

The vector plot of the local forces acting on
the finite element nodes is shown in Fig. 5. The plot
is generated using the visualization enhancements to
FEMM described in the previous section.

The plot in Fig. 5 confirms the theory that
conductors carrying currents of the same directions
attract each other. As expected, the nodal forces act
only in the current-carrying regions. Due to the
nature of the nodal force method, the local force
vectors originate from the finite elements nodes.

ST V]
Y N}
I W {22
= CZ ]
:;’;;;\ ,ﬁ\iti
|- | /4 z
i AN
i IR

Fig. 5. Vector plot of the forces on the busbars
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The second model is a non-linear AINiCo
permanent magnet with steel core [9]. The
dimensions in centimeters are shown in Fig. 6. The
finite element mesh has 71394 nodes and 141915

triangles.
40
Steel 8
_ o
AIN1Co ~
v

d =
Steel —— o

10| 20 _

Fig. 6. Geometry of the AINiCo
magnet with steel core

Table 2 shows the total y-axis force acting
on the steel armature, computed by the MSTM and
NFM. The computed forces by the two methods are
very close which confirms the accuracy of the
built-in nodal force method.

Table 2. Forces on the steel armature

MSTM [N] NFM [N]
1290 1293 N

The vector plot of the forces acting on the
steel and on the permanent magnet is shown in
Fig. 7. The plot is generated using the new
visualization capabilities of FEMM.

Fig. 7. Vector plot of the forces on the magnet



The third model is a non-linear dc
electromagnet. This is a benchmark model used for
evaluating the accuracy of the methods for force
computation as well as for validation of computer
programs [10].

The electromagnet has complex geometry,
very small air gaps and uneven magnetic flux
distribution. To saturate the steel, the excitation
current is varied within a wide range.

The geometry of the model is shown in
Fig. 8. The electromagnet is comprised of a steel
yoke 1, coil 2 and a central pole 3. The yoke and the
central pole are made of steel. The coil has 381
turns and is fed by dc current. The reluctivity curve
of steel is given in [10]. To analyze the steel
saturation effect, the total current in the coil has
values 1000, 2000, 3000, 4000 and 5000 ampere
turns. The finite element mesh has 81225 nodes and
162145 first order triangles.

y
A

» X
Fig. 8. Geometry of the benchmark electromagnet

Table 3 shows the y-axis forces acting on
the central pole. They are computed by the newly
implemented NFM and the standard MSTM in
FEMM. The relative error in force by the NFM and
the MSTM is determined by the formula:

&, = (Fyem = Fustv )/ Fustu » 8)
where F,, and F,,,, are the forces by the NFM

and MSTM, respectively.

The force by the MSTM is used as
reference in (8) instead of the measured values in
[10], since the benchmark model analyzed in this
paper is two-dimensional.

The absolute values of the relative errors in
force are given in Table.3. They show that the
NFM, implemented in FEMM, has excellent
accuracy, the maximum relative error in force being
less than 1%.
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Table 3. Y-axis forces acting on the
central pole and relative error

current [A] | NFM [N] [ MSTM [N] [ & [%]
1000 324.5 326.9 0.73
2000 1363.6 1369.5 0.43
3000 3170.4 3186.3 0.50
4000 5727.8 5741.5 0.24
5000 8693.8 8721.7 0.32

The vector plot of the nodal forces on the
pole and yoke at current 1000 A is shown in Fig. 9.
The plot is generated using the visualization
enhancements to FEMM.

il

'I"m"i

Fig. 9. Forces on the pole and yoke

A zoomed-in view of the force distribution
in the upper left corner of the pole is given in
Fig. 10.

Fig. 10. Forces on the upper left corner of pole

Fig. 11 shows the forces on the lower left
half of the pole and yoke.



.....

Fig. 11. Forces on the lower left half
of the pole and yoke

The results from Figures 9, 10 and 11 show
that the force has complex distribution and attracts
the pole to the yoke. As expected, in the upper part
of the pole the force is directed both along the x and
y axes, while in the lower part it is mostly along the
y axis. Due to the different mesh sizes in the yoke
and central pole, the magnitudes of the force vectors
on both sides of the air gap in Fig. 11 are different.

The results from Tables 1, 2 and 3 confirm
the accuracy of the extended version of the Finite
Element Method Magnetics software. There is a
very good agreement between the forces computed
by the NFM and the MSTM.

5. Conclusion

The capabilities of the FEMM software are
enhanced by adding a novel method for force
computation and visualization - the nodal force
method. The NFM is implemented using object-
oriented programming in C++.

The extended version of FEMM is validated
by comparing the added-on nodal force method
with the Maxwell’s stress tensor method. The forces
of three models are computed and visualized. The
results show that the NFM has excellent accuracy.

The visualization capabilities of FEMM are
also enhanced by developing supplementary code in
C++ and adding it to the source code. Vector plots
of the electromagnetic forces of the three models
are created. The plots yield reasonable results.

Based on these plots it can be concluded,
that nodal forces are localized only on the surface
nodes of the steel and on all nodes of the current-
carrying coil. This coincides well with the real
physical situation where force acts only on the
surface of magnetic materials, while the force in
electric conductors manifests itself as a volumetric
force (Lorentz force).

The extended version of the Finite Element
Method Magnetics software can be used for
research and design purposes, as well as for
teaching numerical methods in electromagnetism
and CAD systems at higher schools.

[1-88

10.

REFERENCES

Meeker, D. (2006). FEMM 4.2 Magnetostatic
tutorial.

Baltzis, K. (2008). The FEMM package: a
simple, fast and accurate open source
electromagnetic  tool in  science and
engineering. Journal of Engineering Science
and Technology Review, Vol. 1, pp. 83-89.
Spasov, V., Noguchi, S., and Yamashita, H.
(2001). Comparison of the methods for
electromagnetic force computation by edge
elements. Proceedings of the Third Asian
Symposium on Applied Electromagnetics,
Hangzhou, China, May 28-30, pp. 111-114.
Spasov, V., Noguchi, S., and Yamashita, H.
(2001). Comparative analysis of the force
computation methods in the 3D FEM with
edge and nodal elements. Electrical
Engineering  Research  Conference, Kita
Kyushu, Japan, SA-01-22, RM-01-90,
pp. 9-13.

Spasov, V. (2005). Computation of
electromagnetic force by the nodal force
method. XIV-th International Symposium on
Electrical Apparatus and Technologies SIELA
2005, Plovdiv, Vol. 11, pp. 139-144.

Salon, S. (1995). Finite element analysis of
electrical machines, 247 p. Kluwer.

Preiss, B. (1998). Data structures and
algorithms with object-oriented design patterns
in C++, 688 p. Wiley.

Prosise, J. (2003). Programming Windows with
MFC, 1376 p. Microsoft Press.

Brandisky, K., and Yatcheva, 1. (2002). CAD
systems in electromagnetism, CIELA, 244 p.
Sofia.

Takahashi, N., Nakata, T., et al. (1994).
Investigation of a model to verify software for
3-D static force calculation. /EEE Transactions
on Magnetics, Vol. 30, No. 5, pp. 3483-3487.

Assoc. Prof. Vasil Spasov, Ph.D.
Department of Electrical Engineering
E-mail: vasilspasov@yahoo.com

Assoc. Prof. Ivan Kostov, Ph.D.
Control Systems Department
E-mail: ijk@tu-plovdiv.bg

Assistant Prof. Ivan Hadzhiev, Ph.D.
Department of Electrical Engineering
E-mail: hadzhiev tu@abv.bg

Technical University - Sofia
Branch Plovdiv
25 Tsanko Dyustabanov Str.




[N U/V/

Ny ﬁ; © International Scientific Conference on Engineering, Technologies and Systems
\E (3 5 TECHSYS 2018, Technical University - Sofia, Plovdiv branch
v v 17 - 19 May 2018, Plovdiv, Bulgaria

Sopv™

STUDYING THE ELECTRICAL AND THERMAL
FIELDS, PRODUCED BY THE CURRENT IN THE
INSULATION OF A MIDDLE VOLTAGE CABLE

IVAN HADZHIEV, DIAN MALAMOV, VASIL SPASOV, DIMITAR NEDYALKOV

Abstract: The paper presents numerical and experimental studies of the characteristics of
a power supply cable for middle voltage of 20kV. Experimental studies of the current,
flowing through the insulation of the cable at direct testing voltage, have been conducted. A
computer model of the cable has been synthesized in the software program Comsol. Based
on the model, the distribution of both the electrical and the magnetic field of the cable have
been studied. Finally, a comparison between the obtained numerical and experimental
results has been drawn.

Key words: electric field, finite element method, power cable, thermal field

1. Introduction o unknown

Failures in middle voltage cables - O socket’head

Power supply cables are widely used in e L Eh
electricity distribution networks. Underground cable 1000 - i
lines are frequently used with middle voltage
electricity grids. Most part of these cables are
exploited for many years. During the exploitation
their electrical insulation is ageing. The process of
insulation ageing is speeded up by thermal
overloads [1], [2], [3]. One of the main factors for
failures in the power supply cables is the damaged
electrical insulation, which is due to partial internal 0
discharges inside its interior.

This paper describes experimental and

2007 2008 2009 2010 2011 22 203
Years

numerical studies of the current, flowing through
the insulation of a power supply cable AOSB type
(aluminum conductor, individual coating of the
strands, power cable, lead-clad) for middle voltage.

Fig. 1. Middle voltage cable failures —
years/reasons

The experimental tests have been conducted at
direct testing voltage. The numerical studies have
been carried out by means of a synthesized
computer model of the cable in the programming

Reasons for middle voltage cable failures in 2013

package Comsol. Based on of the developed & insulation
computer model, the distribution of both the bt
electrical and the magnetic field of the cable have e Z:i“’h“d

been obtained. Finally, a comparison between the
obtained numerical and experimental results has
been drawn.

2. Failures in the middle voltage electrical

cables Fig. 2. Reasons for middle voltage cable

.. . . . failures in 2013
Statistical analysis of the failures in the

middle voltage electrical cables has been carried
out. The results are shown in Fig. 1 + Fig. 4.
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Fig. 3. Failures in the various types of middle
voltage cables in 2013
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Fig. 4. Failures in the insulation of the various
types of middle voltage cables around 2013

3. Experimental study of a middle voltage
cable

3.1. Construction of the studied cable

Object of study is a middle voltage cable
AOSB type (aluminum conductor, individual
coating of the strands, power cable, lead-clad),
whose construction is shown in Fig. 5. The data of
the cable is as follows: diameter of the aluminum
core - 7,7mm; thickness of the semiconductor shield
- 0,3mm; thickness of the paper-oil insulation -
5,5mm; thickness of the lead mantle (coating) —
1,5mm; cable length — 0,8m.

Lead mantle (coating)

Semi-conductive paper shield

Paper-oil insulation

Semi-conductive paper shield

Aluminiuvm strand

Fig. 5. Construction of a middle voltage cable
AOSB type
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3.2. Experimental results

Experimental tests were conducted with the
described cable at direct testing voltage in
accordance with [4]. The tests were carried out by a
testing system BPS 5000-d, produced by the
company SebaKMT. The values of the current,
flowing through the insulation, are given in Table 1.

Table 1. Values of the current, flowing
through the insulation in case of direct
testing voltage for a AOSB type cable

Direct voltage Current through

Ne [kV] the insulation
[mA]

1 5 0

2 10 0,0007

3 15 0,002

4 20 0,0045

5 25 0,007

6 30 0,01

7 35 0,013

8 40 0,017

9 45 0,022

10 50 0,027

Fig. 6 shows the obtained graphical

dependence of the current, flowing through the
insulation, on the testing voltage.

0.03

0.025
0.021
0.015-
0.01- : /
0.005" /
o

i i i i i i
0 5 10 15 20 25 30 35 40 45 50
Direct votage [kV]

Current through the insulation [mA]

Fig. 6. Dependence of the current through the
insulation on the testing voltage of a middle
voltage cable AOSB type




4. Numerical study of a middle voltage cable
4.1. Mathematical model

The mathematical model consists of two
components (electrical and thermal), related by the
electrical conductance, which depends on the
temperature. The electric field is described by the
following set of equations [5]:

VJI=0; (1)
VD=p; (2)
J=0(T)E+ joD+J, ; 3)
E=-VV, (4)

where: J is the current density vector; J, is the

current density of the external sources; D is the
electric flux density; p is the volume density of the

electric charges; E is the electric field intensity;
o(T) is the electrical conductivity taking into

account its dependence on the temperature; V' 1is the
electric scalar potential.

The electrical problem is solved with the
following boundary conditions:

- electrical potential, corresponding to the
testing voltage of the cable, is predetermined along
the surface of the current-carrying core;

- electrical potential, equal to 0, is
predetermined along the surface of the lead mantle
(coating).

The mathematical model for defining the
distribution of the thermal field is described by the
thermal conductivity equation:

~V(AVT)=gq, (5)
where: A is the coefficient of thermal conductivity;
g are heat sources in the power cable; T is the

temperature.

The thermal problem is solved with the
following boundary condition:

-ambient temperature of 20 [°C] is
predetermined for the surface of the lead mantle
(coating).

4.2. Computer model

Based on the cable construction and on the
mathematical model, described above, an axial
symmetrical computer model was synthesized in the
software program Comsol [6]. The finite element
method is used for the analysis of the model and its
mesh is shown in Fig.7. The electrical
characteristics of the insulation (dielectric
permeability, specific conductivity and tgd), and the
thermal physical characteristics of the insulation
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(the coefficient of thermal conductivity, specific
heat capacity and volume density) are in accordance
with the technical data of a new cable. The coupled
electrical-thermal problem is solved both at direct
and at alternating electric field.
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Fig. 7. Finite element mesh of the power cable

4.3. Numerical results at direct electric field

The studies were conducted without current
in the current-carrying core at direct voltage of
25kV. Figs. 8,9 and 10 show the obtained results
for the distribution of the scalar electrical potential,
the intensity of the electric field and the specific
losses, correspondingly, in a radial cross-section of
the cable. Fig. 11 shows the vector distribution of
the current density in the insulation of the cable.

x10*
2.5

15

0

Fig. 8. Distribution of the scalar electric
potential [V] in the cable at direct voltage
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Fig. 9. Distribution of the electric field
intensity [kV/m] in the cable at direct
voltage

x10°

16
14

12

Fig. 10. Distribution of the specific losses
[W/m’] in the cable at direct voltage
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R
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Fig. 11. Direction of the current density in the
insulation of the cable at direct voltage
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Figs. 12 and 13 illustrate the change of the
thermal field in the cable.

20.1

20

201

20

b)

Fig. 12. Distribution of the thermal field [°C]
in: a) — a radial cross-section of the cable;
b) — the volume of the cable
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Fig. 13. Change of the temperature along the

radius of the cable
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4.4. Numerical results at alternating electric *10°
field ,

The studies were conducted without current
flow in the current-carrying core at alternating
voltage with r.m.s. value of 25 kV and frequency 50
Hz. Fig. 14 and 15 show the obtained results of the
distribution of the scalar electric potential and the
intensity of the electric field in a radial cross-section
of the cable, correspondingly.

1.8

16

14

1.2

x10*
3.5
0.6
3 0.4
0.2
2.5
, Fig. 16. Distribution of the specific losses
[W/m’] in the cable at alternating voltage
L5 201

0

Fig. 14. Distribution of the scalar electric
potential [V] in the cable at alternating
voltage

20

0.7
20.1
0.6
0.5

0.4

Fig. 15. Distribution of the electric field
intensity [kV/m] in the cable at alternating

voltage 20
Fig. 16 and 17 show the specific losses and b)
the thermal field in the cable, respectively. Fig. 17. Distribution of the thermal field [°C]

in: a) — a radial cross-section of the cable;
b) — the volume of the cable
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5. Comparison between the obtained
numerical and experimental results

Fig. 18 shows the graphical dependencies of
the current, flowing through the insulation, on the
testing voltage, obtained both from the experiments
(curve 1) and from the numerical studies (curve 2).

0.03

0.025r

0.02-

0.015F

0.01-

0.005F

Current through the insulation [mA]

0 5 10 fS Zb Zé 3b 3‘5 4b 4‘5 50
Direct voltage [KV]
Fig. 18. Dependence of the current through the
insulation on the voltage of the AOSB type
cable at direct testing voltage

Fig. 19 shows the graphical dependencies of
the current, flowing through the insulation, at direct
voltage (curve 2) and alternating voltage (curve 1)
with frequency 50Hz, obtained from the computer
model.
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Fig. 19. Dependence of the current through the
insulation on the testing voltage for a AOSB
type cable

6. Conclusion

Based on the obtained experimental data,
the following conclusions can be drawn:

- the highest incident record of failures in
the insulation for middle voltage cables belongs to
the following types of cables: AOSB, SAHEKT and
SAPEKT;

-the main reason for failures in middle
voltage cables is their insulation;

-the nonlinear relationship between the
current through the insulation and the applied
voltage is caused by the ageing of the insulation and
deterioration of its parameters.
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The current, flowing through the insulation
at alternating voltage with frequency 50Hz, is much
higher than the current at direct voltage. This
requires the use of a powerful source when testing
the insulation by means of alternating voltage.
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RESEARCH OF OPTICAL RECEIVER FOR PLASTIC OPTICAL
FIBERS

SVETOSLAYV IVANOV, YANKA IVANOVA

Abstract: In the proposed article was conducted a research of designed optical receiver
for plastic optical fiber with the possibility to receive digital information from the output of
sensor devices and for control of actuators. The results of the measurements are presented
in tabular and graphical form. From the experimental results obtained, the basic static and
dynamic parameters of the optical receiver were calculated. The proposed schematics of
the suitable transmitter and the designed receiver were studied for plastic optical fiber,

with length 10m.

Key words: digital interface, optical network, optical receiver, plastic optical fiber.

1. Introduction

The use of optical fibers for transmission
has been investigated intensely. An optically
powered device combined with optical data transfer
offers several advantages compared to systems
using electrical connections. Optical transmission
systems consist of a light source, a transmission
medium and a light receiver. The overall system
performance depends on the efficiency of opto-
electronic converter devices, temperature and
illumination dependent losses, attenuation of the
transmission medium and coupling between
transmitter and fiber [1,2]. The purpose of the
preamplifier is to provide a low-noise interface in
order to receive the small detector photocurrent.
Ideally, the preamplifier is a high-quality current-
in/voltage out amplifier with high bandwidth to pass
the desired bit rate. Unfortunately, most solid state
FET amplifiers are of the voltage-in/voltage-out or
voltage-in/current-out variety. There are several
methods of overcoming this problem. In the
simplest case, the photocurrent is converted into a
voltage and then amplified by a voltage amplifier.
An alternative to the high-impedance design is the
transimpedance design, shown in figure 1. In this
topology, a voltage-in/voltage-out amplifier is
converted to current-in/voltage-out by using a
resistor RF in feedback. The amplifier input is
assumed to be biased at ground in order to bias the
photodetector.

When designing fiber-optic systems suitable
for local area networks (LANSs), two conditions
must be accomplished, low cost and high
performance. Obviously this is not an easy task as
such conditions are strongly dependent on

technology well as on the design of the whole
optical network.

noise
filter

integrator
Fig.1. Optical preamplifier with noiseless feedback

This optical receiver can find application in a
special open Sensor/Actuator Bus, it is finding a
road acceptance in the factory automation
industry[4,5].

It is also a standard digital interface for
communication in industrial CNC applications. The
standard defines two data rates: 2 MBd and 4 MBd
and was formed to allow data transfer between
numerical controls and drives via fiber-optic rings,
with voltage isolation and noise immunity.

The most commonly used photodetectors
are the PIN. The material composition of the device
determines the wavelength sensitivity. In general,
silicon devices are used for detection in the visible
portion of the spectrum, for example germanium
PIN is used between 800 nm and 1500 nm.

The power arriving at the detector must be
sufficient to allow clean detection with few errors.
Clearly, the signal at the receiver must be larger
than the noise. The power at the detector, P,, must

Copyright © 2018 by Technical University of Sofia, Plovdiv branch, Bulgaria
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be above the threshold level or receiver sensitivity
P,.

The purpose of the designed and tested
device is to create a fiber optical receiver with a
stepped profile fiber, capable of reliably accepting
digital signals in industrial control systems.

2. Optical receiver circuit

Figure 2 shows the principle circuit of the
designed optical receiver. As a converter of optical
energy in electrical, a PIN photodiode is used VDI
(SFH250). The first step realized with the
operational amplifier Ul (LF157), is a current-to-
voltage converter. With the U.; source a single
reference voltage level is set on the non-inverting
input of the operational amplifier. This determines
the output potential of the operational amplifier,
which in turn sets the operating point of transistor
Q1. Frequently dependent feedback of U1 improves
the performance of the converter. With the
transistors Q1 and Q2, an amplifying and
phasoinvert step is realized. The transistor QI
performs a DC amplifier function with frequency
dependent voltage feedback. The capacitor C3
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provides higher gain for high frequencies (fig.2).
When a light pulse is received, the output signal of
Ul becomes more negative, resulting in a clogging
of transistor Q1. In this way the potential of its
drain is growing. With the Q2 transistor, an RC
amplifier circuit with a strong negative voltage
feedback is implemented. When a light pulse enters
at the receiver input, the drain voltage of transistor
Q2 increases in absolute value. In both cases the
transistors are connected according to a common
source scheme. Differences in the way signals are
transferred and in the value of negative feedbacks
allow for a certain effect. It consists in that the two
output signals from the two steps are equal in
absolute value, but with opposing signs at any
moment of time. These two signals go to the right
and to the inverse input of the video amplifier
U2(LM733). The right and the inverse output of the
video amplifier U2 are respectively connected to the
non-inverting and inverting input of the comparator
U3(LM710).

Uref -15V +6V
*
]
A5V R1 RS RS | 5
? Ty H
7 1]
.. | VD1 1 u Q1 Q2 R10
0 T i - f—
- mp C6
. R3 ) |
C ) R4 R6 | C3

+-15V

Fig. 2. Optical receiver circuit

The comparator U3 has a TTL compatible
output that allows direct matching of the optical
receiver with the following decoder circuits.

Transducer from current to voltage
converts the photocurrent, generated by the photo

receiver in a voltage with the following
dependence:
R3.R4
U,=U,, —1.|R2+ , 1
0 ref F ( R3+R4j ( )

where:

U, 1s the voltage applied to the non-inverting input
of U1,

Ir is the current generated by the photodiode VDI.

PN-transistors with their own N channel work on a
common source scheme. The input impedance of
these circuits is capacitive [3]:

Zy=——, )

where C;, is the
the studied scheme.
When running the JFET transistors in saturated
mode, the output impedance of the amplifier R, is
equal to the load resistance Ry :

input  capacity  of

R, =R, (3)



[-97

In the case where the Ry is significantly less than
the internal resistance of the transistor and the input
impedance of the next stage, the voltage gain
coefficient Ky is determined by the formula:

K, =S.R, 4

The frequency at which Ky decreases to KU/\/E ,
Fy is determined by the formula:

1

= 5
22.C,,.R, ©®)

H

where R, is the internal resistance of the signal
generator.
There is no external correction of the gain

amplifier. In this way a gain of 10 is selected. The
frequency band of the amplifier is 120MHz and the
input impedance is 250kQ.

3. Results and discussion

A study of amplitude values of amplified
pulses from Ul was performed in frequency
function. The results obtained are shown in table 1,
such as:

- Unpmax represents the amplitude value of the
output signal at input of a light pulse at the input of
the receiver;

- Uni represents the amplitude of the output
signal in the absence of a light pulse, i. during a
pause.

The graph of the measurements made is
shown in figure 3.

when connecting the U2 differential video
Table 1
FMHz | 0,15]03 (045|106 [0,75]0,9 [1,05|1,2 |1,35|1,5 | 1,8 |21 |24 2,7 |3
Umax, | -50 -50 | -60 =70 | -80 -90 | -100 | -110 | -120 | -120 | -140 | -140 | -141 -143 | -143
mV
Umin, | -250 | -250 | -240 | -230 | -220 | -210 | -200 | -190 | -185 | -180 | -160 | -150 | -148 -147 | -146
mV
AU, 200 | 200 | 180 | 160 | 140 | 120 | 100 | 80 |65 |60 |20 |10 |7 4 3
mV
250
\\
\
— 100 S
- ——
E 50 =
a 0
0,15 0,3 0,45 0,6 0,75 0,9 1,05 1,2 1,35 1,5 1,8 2,1 24 2,7 3
F [MHz]

Fig.3. Gain — frequency characteristic of the receiver

It is seen that the gain coefficient starts to
decrease rapidly at frequency from 200kHz to
2MHz. The reason for that is the capacitance of the
LED in the visible area of the transmitter and the
frequency properties of the amplifier Ul.

The advantage of the Ul converter from
current to voltage is the absence of the need for
corrections. The noise of this amplifier can be much
smaller than in the regular amplifier without
corrections.

It is known to provide an error rate of less
than10™, it is necessary to provide a signal-to-noise
ratio >12. When constructing the circuit, a signal
supply is required to compensate for some
deviations from the theoretical calculations, such as
pulse width and reserve to ensure reliability. For
these reasons, it is selected signal/noise ratio K:

Copyright © by Technical University - Sofia, Plovdiv branch, Bulgaria
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noise

K:

=20 (6)

The required minimum photodiode current
to achieve the set signal / noise ratio K = 20 has a
value I,;;>686nA.

The required light flux detected by the
optical receiver to generate this current has a value
()

Rmin *

1_686.10"

P > =228 (7)

b

In the last formula:
R — represents the sensitivity of PIN photodiode of
the wavelength A=660nm, measured in A/W.
The main technical parameters of the

optical receiver are:

1) Equivalent noise power: 3,28.10"*W/ JHz ;

2) Rise time of the output voltage: t=40ns;

3) Sensitivity threshold of receiver for BER
1.10”, equal to 28,6dBm, when Ink-12=4,1.107A
and @ pink-12=1,37.10°W;

4) Dynamic power range D  when
Puin=1,37uW and P,,,,=140pW
P
D=10.1g—%=20dB; ()

min

5) Width of the received bandwidth: 3MHz.

4.Conclusion

Designed and studied optical receiver is
intended to receive digital signals at maximum
frequency 3MHz, transmitted through plastic optical
fiber. Experimental studies were conducted using an
optical fiber transducer and a 10 m long plastic
optical fiber. The theoretical analyzes and the
results of the measurements made prove
the efficiency of the digital signal receiver and the
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possibility of application in different areas
of the technique.

Areas of application of the designed optical
receiver are: Industrial Control Data Links; Factory
Automation Data Links; Voltage Isolation
Applications; PLCs; Motor Drives; Automotive

engineering; Sensor, Meter and Actuator Interfaces.
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RESEARCH OF TRANSMITTER FOR PLASTIC OPTICAL FIBER

YANKA IVANOVA, SVETOSLAV IVANOV

Abstract: Plastic optical fibers with the use of LED transmitters and receivers, emitting
light in the visible area, are used in building automation and in industry. In this article is
explored the projected optical transmitter with a LED that emits light in the visible area.
An analysis of the transient processes and the frequency properties of the transmitter is

made.

Key words: digital systems, LED, plastic optical fiber, transmitter,

Communication VLC.

1. Introduction

Fiber optics communication system
includes an optical transmitter, fibers (they act as
channels) and optical receiver at the other side. So it
is very important to start from the beginning of fiber
optics. Huge reductions in material attenuation have
been obtained. Optical fibers offer greater
information capacity arising than any other system.
Message signals (in form of electrical signal) are
converted to optical signals and then transmitted
over the optic cable either with the help of laser or
light emitting diodes (LED’s) via optical
transmitter[1].

Benefits of fiber optics are:

» As compared to the metallic based system,
this system allows much longer intervals of signal
transmission due to low attenuation;

» Various high-tech application requires an
ever increasing amount of bandwidth so it provides
large bandwidth and are lighter in weight;

» As optical fibers are dielectric in nature it
can be installed in areas where electromagnetic
interference is present, including radio frequency
interference;

» It is very tough to remotely detect the signal
being transmitted within the cable until and unless
the optical fiber is accessed.

The most important parameters of
communication for normal user are high data rate
and mobility. Radio wireless networks could realize
these two parameters, therefore they became so
successful. However, user demands on data rate
continuously increase; therefore it is necessary to
find other solutions and improvements. In this field
optical links begin gradually more and more
establish, because they are able to provide high data
rate and mobility is also possible increasing to
several times of the output generated power. The
word "digital" in fiber optics means much the same

Visible Light

as it does in electronics. Digital gates, circuits or
systems are those in which there are two defined
states — a "high" or digital 1, and "low", a digital 0.
An illustration is shown in figurel. In all digital
systems a "low" or digital 0 does not necessarily
mean zero voltage or zero optical signal. A digital 0
means a lower state than the digital 1 state. In the
electronics industry, the definitions of a digital 1
and 0 are defined within a logic family. For
example, the established limits for the electronic
TTL logic family are that Vhigh must be between
2.0 and 5.0 volts and Vlow between 0 and 0.8 volts.

1
high

low 0

Fig. 1. The two states of digital and
fiber optic systems

A very simple electronic circuit that can be
connected to the output of any TTL or CMOS logic
gate for driving a LED is shown in figure 2. It
drives an LED with up to 50 mA of current, and a
frequency of several megahertz.

o

+5volts

b
= Re
Red
LED
Vi o
0—/ A 2N3904
R

Fig. 2. Single NPN transistor
switching circuit for driving a fiber
optic LED
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The purpose of the constructed and
investigated device in this article is to create a high
efficiency LED transmitter with a wide bandwidth
of the transmitted signal and circuit with a small
number of elements.

2. Investigation of a LED transmitter for
plastic fiber

The structured LED transmitter is shown in
figure 3. It contains the LED1 connected to the PN
transistor source with N-channel (N-channel JFET)-
Q1. The drain of the transistor is connected to the
power source plus, and the gate with the
potentiometer slider R1. The potentiometer is
connected to the output of the U2B inverter, the
input of the last inverter is connected to the output
of the U1A inverter. The input of the last inverter is
a data input.

Ucc
UlA U2B Q1
< Mo Mo
. L L
Uin
J_ R1 BLEDI
= 95%
s R2

Fig. 3. Scheme of a LED transmitter for plastic
fiber

The current through the LED has one
minimum value. When the inverter output logl
level appears, on the Q1 gate-source the voltage is
equal to the difference between the input voltage
and the voltage drop on LED1 and R2. In this way,
the current through the LED is increased to a value
that can be adjusted with the potentiometer R1.

2.1. Transmitter transient characteristics
h(t)

The frequency of the input pulses is 1MHz,
and their period is 1000ns. Their amplitude value at
the input of the optical transmitter is 5V. The pulses
are generated by the MFG-8216A pulse generator.
From the oscillogram shown in figure 4, it can be
seen that the tgyom delay is equal to 16ns. When
turning on the delay tyeiyon 1S 10ns. The pulse is
TTL-level.

Output pulses represent a voltage drop
across the resistor R2, connected in series to the
LED. Proportional to this current is the intensity
of the light emitting of the LED. From the pulse
parameters shown in figure 5, the frequency
characteristics of the transmitter can be determined.

HMO722 (Hw Dx10160001; Sw 04.522) 20803261734 IIFRADFTE L=

Auto-Trig. / Carnplete Instruments
CH1: 255 W WAL 1G5a Refresh

TB:100ns T:-300ns

s 8 1

i
fr Ty
] ]

Time: (CH2) U
P -794.00 ns £z I-4.OO ns Iﬂt' 700‘.00 ns lfatl 142 Mﬁz
CHI:5We CHZ: 500 mYy =8y b I 700.00Nns f: 1L.O1MHz
YAMp: 511V

Fig. 4. Oscillogram for determining the time
parameters of the transmitter current pulse
(CH]I- input pulse for the transmitter, CH2- shape
of the current through the LED)

The oscillogram shows that the rise time of
the pulse is t,=29,5ns. The maximum pulse value is
3,17V. The time of the pulse fall t; e 19,5ns. The
average value of the voltage on R2 is 2,63V.

HMO722 (Hw 0x10160001; Sw 04.522)

cms-03-z81708 IR TTE LI=°

Auto-Trig. / Run Instruments

TB:100ns T:-300ns CHIL: 255 W WAL 1GSa
T QUICKVIEW
PASS/FAIL
—vpF 3Ty "
tr: 2950ns f\* b
| Mean|2.63% \
A . tf: 19L0ns
U QUICKVIE W ﬁ‘ﬂ
al_vpoiaiy [T e

N
trat: 2166 ns
1 278.00ns
Dty- 2B23%

Fy
CH2: 500 mY 22Fy WAmMD: 1.22Y

RMS: 7 T: 988.00ns t 1 710.00ns
Vpp: 216Y f: 101 MHz Diy+:7

Fig. 5. Oscillogram to determine the frequency
characteristics of the transmitter

It is known that the frequency, phase and
transient characteristics are interconnected. By
knowing the rise time t;, determined by the transient
characteristic, the upper limit frequency can be
determined f, [2].

0,35 0,35
(29,5107

1, = =11,864 MHz (1)
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2.2. Estimation of linearity of transmission
characteristics of the optical transmitter

The table of current values flowing through the
LED, Ig, depending on the values of the input
control voltage Uc for the transmitter, are shown in
table 1.

Table 1
U,V |0, 0,9 1,7 23 2,9 3,54

Ir,mA | 8,38 | 22,1 | 37,9 | 49,6 60,8 | 70,4

The proportionality coefficient K is
determined by the formula:
Imax _Imin _ 62’02

Umax _Umin - 3’44

=18,03mA/V (2)

The beginning of the transmission
characteristic starts at a current value through the
LED I=8,38mA at a voltage value U~=0,1V. The
difference between the measured value and the
calculated maximum current value is:

Al=1_ —1

meas. cale. — 7292 - 70, 4 = 1,8 mA (3)
It is determined the ratio
A 18 o "
I 70,4

Consequently, the transmitter  non-linearity
coefficient reaches a maximum value of 2.5%, at
the maximum value of the input control signal.

2.3. Signal/noise ratio of the optical
transmitter
Fluctuation voltage depends on

thermodynamic temperature T and active resistance
R. It is a periodic function of time and its
constituent occupies even spectrum equal to Af and
has the following value [3,4]:

Ejoise,R :4KTR1M , (5)

where R1 is the resistance of the control signal
source for transmitter.

In the PN transistor with N-channel (N-
channel JFET), as an amplifier, the main source of
noise is the channel resistance. This determines the
value of U, represented by the formula:

_0,74.K.T

noise
Sy

; (6)

where S, is the slope of the input characteristic of
the transistor.

A widespread measure for estimate of the
impact of fluctuation losses is the coefficient of
noise Fioise.

The coefficient of noise for the circuit of the
optical transmitter F. is calculated with the
expression [5]:

F — U;]
noise 2
4.K.T.Af.R,,.K;

(7)

where:

Us; is the measured effective voltage value
with an electronic voltmeter at zero input signal;

K=1,38.10%J/K - Boltzmann's constant;

Af is equivalent frequency transmission
band;

Reen- value of the active resistance of the
source;

T — temperature in degrees Kelvin [K'].

The coefficient K. is measured at a supply
voltage U, at the input of the transmitter
(exceeding, for example, with one order the noise
voltage at the input of the transistor). The value of
the output voltage in this case is Us,. The gain K, is
determined by the formula:

®)

For the circuit of the optical transmitter after
substitution with the measured values it is obtained

0,005*
Foe = 3 6 2
4.1,38.107.298.13.10°.1000.0,65

=276704 (9)

Normally the coefficient of noise Ny 1S
expressed in decibels by the formula:

N,.. =101gF,  =10.1g276704=54dB (10)

Another indicator expressing the effect of noise is
the ratio of the nominal voltage of the signal U, to
the noise voltage at the output U

2noiseX *

v,

K= (11)

2noiseX

This ratio has highest value with a minimum
coefficient of noise. For the optical transmitter
circuit the signal/noise ratio is equal to

21
0,005

K:

=4200 (12)

Copyright © by Technical University - Sofia, Plovdiv branch, Bulgaria
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This ratio, expressed in log units, is equal to

K 45 =20.1gK =52 dB (13)

Amplifier input noise voltage U, can be

determined by the dependence [5]:

noisex

Upoies = Ko|(Frpie =1) 4. K. TRLAF /K (14)
About the scheme:

U,

lnoisex

=0,008 V (15)

3. Conclusion

The created and investigated LED
transmitter has a high efficiency. It allows wide
frequency band of the transmitted signal using a
plastic optical fiber and it is a circuit with a small
number of elements. From the calculations made
and the measurements of the signals the following
conclusions can be drawn:

» The high signal/noise ratio of the optical
transmitter, Ki4g; =52 dB, makes it also applicable
in analogue data transmission systems;

» The effective value of the noise voltage at
the output of the transmitter is lower than the noise
voltage at its input. The reason for that is the N-
channel JFET transistor connection scheme- circuit
common drain and low noise level in this kind of
transistors.
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ERROR IN SIMULATION OF ANALOG CIRCUIT
IN PROTEUS

ILIYA PETROV

Abstract: In the paper is presented a problem in simulation of particular analog circuit for
measuring of resistance in program simulator ISIS Professional from the
Proteus package. The manual analysis and the simulation in other program simulator of
electronic and electric circuits OrCAD PSpice shows error that is less than 1%, while in
ISIS Professional the error is more than 40%. The correcting scheme is proposed for
implementation of the whole simulation of the temperature measuring system with Pt100
that includes microprocessor part too. Successful simulation in attractive animation and
interactive mode in ISIS Professional shows that the efforts to correct the wrong results in

simulation of the analog circuit are worth.

Key words: simulation of analog circuit, error, ISIS Professional

1. Introduction

In the field of CAD systems in electronics
the package OrCAD PSpice [1] have become a
standard. The great companies in electronic industry
propose along with their physical components and
its PSpice models. OrCAD PSpice gives the results
of the simulations directly on the schematic, or if
one main and additional analysis is enabled — as
graphs. The results are emerged after the
calculations and they are static, unchangeable until
next simulation run.

The simulator ISIS Professional [2] has two
main advantages in comparison with OrCAD
PSpice. First, the simulation could be started in
animation mode that gives more realistic view of
research and design process. The other advantage is
simulation of microprocessor circuits with their
Assembler code also in animation mode. These
properties of ISIS Professional make it preferable
for education purposes in electronics [3].

The discussed problem in the paper
emerged when attempting to simulate scheme for
measuring temperature with Pt100 (Platinum 100
Ohm) transducer. The availability of schematic
model of Pt100 encourages the modeling of the
measuring system. But after the choice of the
concrete analog circuit with Op Amp for measuring
resistance, drawing the schematic in graphic editor
in ISIS Professional, and starting the simulation in
animated mode, the results have been disappointing
— the error was more that 40%.

Manual analysis of the circuit and post
simulation in OrCAD PSpice was made, and they

confirmed that the expected error should not be
more than 1% in the worst case. The origin of the
error is not identified so far, and to make the
successful simulation, the correcting circuit was
designed. One of the hypotheses of the error in
simulation of this type of circuits in ISIS
Professional is that in the scheme there is positive
and negative feedback.

Further in the paper will be regarded only
analog circuit in which the problem with simulation
is occurred.

2. Design and simulation

Pt100 is resistive transducer that changes
the resistance according to the temperature [4]. It
has 100 Ohm resistance by 0°C, and between 18,52
Ohm to 390,48 Ohm in temperature interval from
—200°C to 850°C. So measuring the temperature is
reduced to measuring comparatively low
resistances. The circuit for measuring resistances is
given in [5]. It is multi range measuring circuit that
could be used only in the highest range from 100
Ohm to 1kOhm for concrete measuring
circumstances.

2.1. Manual analysis of the circuit

In the cited bibliography the error of the
circuit for measuring resistance is not given, so in
this part of the paper the manual analysis of the
circuit is accomplished. The precision could be
increased if the resistor of negative feedback is
changed to 990 kOhm rather than 1MOhm. The
analyzed circuit is given on Fig.1.
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R, Ry
IB—:—
=4 —
> (1283
=
3
R, R4
o E—F T —
Eref. — -
4 Iy

Fig. 1. Circuit for measuring resistance

Using First Kirchhoff’s Law and Ohm’s
Law for the current I;, I,, and I; we obtain:

Eref. B UX Uuut - Ux U’c
2 + . x _ 2

1
R, R, R M

X

Assuming R;=100kOhm and R,=10MOhm,
the voltage U, is expressing by the following
equation:

100R E,,, +RU,,
U, = ' ‘ )
*7 100M +101R,

In denominator in expression (2) the part
101R, for R,<4000hm could be neglected and the
error will be below 0.5%. Using this simplification
and the gain of non-inverting amplifier with Op
Amp we reach expression (3) for output voltage:

100R,E,,,
U, =——% 3)
100k — R,

Neglecting Ry in comparison with
100kOhm, the error will be below 0.4%. So with
total error below 1% the output voltage can be
written as:

100R.E,, R..12
U, = S= 22 20,012, (4)
: 100k 1k

In the last expression (4) is assumed
reference voltage 12V, from power voltages of Op
Amp and the linear function is seen between
measured resistance and output voltage.

2.2. Simulation in OrCAD PSpice

The above analyzed circuit is drawn in
OrCAD PSpice by Schematic editor (Fig.2). The
value chosen for the resistor, shown on the figure is

1000hm that corresponds to measuring 0°C. There
is not enabled any particular main or parametric
analysis, the results are shown directly on the drawn
circuit.

100k 10Meg

Vi1

BED

RS R2

0 10K 990k

Fig. 2. Simulation of the circuit in OrCAD PSpice

The expected value of the output voltage is
1,2V, and the calculated in the simulation is
1,198V, that is only 2mV absolute error. The
relative error is 0,17%. It must be taken account that
the Op Amp used in the simulation is general
purpose but not precise and despite this fact the
results in OrCAD PSpice show expected error.

2.3. Simulation in ISIS Professional
The whole system for measuring
temperature in ISIS Professional from Proteus
package is shown on Fig.3.

Fig. 3. Whole drawn and simulated circuit of
measuring temperature in ISIS Professional

In the figure is seen the transducer Pt100,
analog part of the circuit, microcontroller
MC68HCI11 and its microprocessor system part,
and alpha numeric display with its controller. All
these parts have simulation models in ISIS
Professional, and the simulation could be run in
animated mode where the measurements could be
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accomplished interactively. For example, with
buttons of Pt100 the resistance is changed while the
simulation is running. The source code on
Assembler language for MC68HCI11 is also written
for simulation to be possible.

Let’s return to the emphasis of the paper —
the error in analog part in ISIS Professional. If the
limitation from —50°C to 500°C is introduced for
measuring interval, for the lowest temperature the
output of analog circuit in ISIS Proteus gives the
result of the simulation 1,10572V. By the same
conditions OrCAD PSpice gives 961,79mV. The
ideal value is 0,012.80,31=963,72mV. So the
relative error for ISIS Professional is about 14%,
and for OrCAD PSpice — 0,2%.

The calculated voltages for maximal value
of temperature, where the resistance of Pt100 is
280,980hm are: ISIS Professional — 2,00444, ideal
value 0,012.280,98 = 3,37176V, OrCAD PSpice
gives difference 2,76mV. Here the relative error in
ISIS Professional is more than 40%.

It is obvious, that in the analog circuit the
correcting scheme is needed. The whole analog part
is shown on Fig.4.

8  —
10K 26.852k 10k

RT1 & S
[

R4 R4(2)

 I—
10000k

o @
S
Utofav+)

E
RTD-PT100 —

«l

R5

s s ;
100K o[ 3
UIGAV) Q]eee 1082
R7 R6

==  E—
R [ 1000k

Fig. 4. Analog part of the circuit in ISIS
Professional

Correcting circuit consists of scheme of
inverting amplifier with Op Amp UI0:B and
resistors R10 and R9. Other part of correcting
scheme 1is circuit for inverting magnification and
offset. It has two inputs, one for input signal, and
other, for reference voltage that may generate the
offset voltage. The components for this part are Op
Amp Ul1:A and resistors R11, R12 and R13.

The gain of the inverting amplifier must be:

337176096372
M 2,00444-1,10572

=2,6794  (5)

This is the ratio between R10 and R9. In the
last part of correcting circuit magnified and inverted
input is connected to one of the edges of R11. The
other edge is connected to the inverting input of Op
Amp and from the property of Op Amp with
negative feedback, this node has OV (virtual
ground). The current through R11 could be found
from Ohm’s Law.

By the same way, could be found the
current through R13. The difference here is that the
voltage drop is a constant (12V). The output of the
corrected analog circuit will be voltage drop across
the resistor of the feedback R12 with inverted sign.
The voltage drop is obtaining from the sum of the
currents through R11 and R13. The expression of
the output voltage is as following:

R12  RI2
Uyy =———u———12=-u—2,(02) (6
out Rll R13 ( ) ( )

The values of resistors R12 and R11 are
equal, 10kOhm. R13 is calculated to 59,4kOhms.
The last value in (6) is the offset voltage that is
needed to put the output in the desired range. After
the running of the simulation the value of resistor
RO is tuned to 26,852kOhm.

3. Results of the simulations of the whole
circuit in ISIS Professional

The results of the simulation are
summarized in Table 1. The first column presents
the central measuring temperature  with
corresponding resistance of transducer Pt100. The
second column is the concrete set value of Pt100 in
the simulation and the next is corresponding
temperature according to the datasheet of Pt100.
The next column is input of the A/D Converter that
is the output of corrected analog scheme. The 5-th
column is the indicated temperature on LCD alpha
numerical display, and the last is absolute error in
degree Celsius.

Table 1.  Simulation results by some
temperatures
a E§Y | w» | 3 20
1% s a’-| 87 | Eu | B°
o s |85 ER | &5 ¢85
= & = g SH | S &
~ S E S < | £ < 5
81,11 43 096632 | 47,7 0,3
50°C 81,10 48 | 0966196 | -49.8 18
(80,31 Q) [ 80,29 50 | 0956152 | -49.8 0.2
80,28 50 | 0956027 | -52.0 2
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90,99 23 1,08864 | 21,7 13
25°C 90,98 23 1,08852 | -23,9 0,9
90,19Q) [ 90,17 25 1,0785 239 1,1
90,16 25 1,0785 26,0 1,0
100,08 0 1,20086 02,0 2
0°C 100,07 0 1,20073 00,0 0
(100 Q) 9925 3 1,19062 00,0 3
99,24 3 1,1905 02,2 0,8
S5 o 110,02 25,8 1,32321 28,0 22
110,01 25,8 1,32309 25,9 0,1
(109,73
s 109,19 24,6 131301 25,9 13
109,18 246 131301 23,7 0,9
s0c 119,16 494 1,43539 52,0 2.6
119,15 494 1,43539 49,7 03
(119,40
S 118,33 472 1,42522 49,7 25
118,32 472 1,42509 475 0.2
138,35 99,6 1,6699 103,3 37
100 °C
138,34 99,6 1,66977 | 1011 15
(138,51
o 137,51 973 1,65966 | 101,1 38
137,50 973 1,65966 98,9 1,6
175,38 198.8 2,1185 205,5 6,7
200 °C
175,37 198,8 | 2,11838 | 203,1 53
(175,86
o 174,53 1964 | 2,10827 | 203,1 6,7
174,52 1964 | 2,10815 | 2007 43
“00°C 281,24 500,8 | 3,37258 | 5002 0,6
281,23 500,8 | 3,37246 | 4978 3
(280,98
0 280,37 4982 | 336245 | 4978 04
280,36 4982 | 336233 | 4954 2.8

From Table 1 is seen that the absolute error
is maximal 6,7°C at 200°C. That corresponds to
relative error 3,35%. The results show that the
simulation of the whole circuit is successful, and
with the proposed correction is presented real world
measuring experiments.

4. Conclusion

From the variety of programs for simulation
electronic and electric circuits ISIS Professional

from Proteus package stands out as most user-
friendly and interactive. The animating mode, the
availability of microprocessor models, models of
various displays, including graph LCD, different
interfaces, transducers, actuators and other
executive mechanisms make simulations in ISIS
maximal approaching to real world experimental
work. The found significant error presented in this
paper shows that there are unsolved problems with
simulations, especially, by analog circuits. That
could be in favor of further research work for
scientist that use ISIS Professional and for
programmers that develop this software.

After the applying the correcting scheme
the simulation in ISIS Professional is made
possible.

It must be taken into account that the error
is remarked in animation mode. Analyses in graph
mode are not made.
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COMPARISON OF PYTHON LIBRARIES USED
FOR WEB DATA EXTRACTION

ERDINC UZUN, TARIK YERLIKAYA, OGUZ KIRAT

Abstract: There are several libraries for extracting useful data from web pages in Python.
In this study, we compare three different well-known extraction libraries including
BeautifulSoup, Ixml and regex. The experimental results indicate that regex achieves the
best results with an average of 0.071 ms. However, it is difficult to generate correct
extraction rules for regex when the number of inner elements is not known. In experiments,
only %43.5 of the extraction rules are suitable for this task. In this case, BeautifulSoup and
Ixml, which are the DOM-based libraries, are used for extraction process. In experiments,
Ixml library yields the best results with an average of 9.074 ms.

Key words: HTML, DOM, Web Data Extraction, Python

1. Introduction

Over the years, due to increased content on
the Internet, it has become harder and harder to
differentiate between meaningful and unnecessary
contents on the web pages. Web data extraction [1]
(also known as web content extraction, web
scraping, web harvesting, etc.) is the process of
extracting user required information from web
pages. A large amount of data is continuously
created and shared online. Web data extraction
systems allow to easily collect these data with
limited expert user effort [2]. In this study, we will
explain how to access this data from web pages.
Moreover, time results of libraries in Python that
can be used extraction process are compared.

Web data extraction methods can be
classified into three different categories: Wrapper
based methods [3], DOM (Document Object
Model) based methods [4] and machine learning
based methods [5]. Wrapper in this task is a
program that extracts data of a particular
information from web pages. DOM-based methods
utilize structure, tags and attributes of HTML.
Machine learning-based methods are on state-of-
the-art machine learning algorithm and these
methods require labeled data obtained from the
DOM. This paper focuses on libraries that can be
used for this task. Overall performance in terms of
accuracy, time efficiency, memory and processor
efficiency varies dramatically depending on the
library and algorithms used, even while using
libraries classified in the same category.

In this paper, we will discuss time
efficiencies of web extraction methods including

regular expressions and two different data
extraction libraries in Python programming
language called BeautifulSoup [6] and Ixml [7],
both can be categorized as a DOM based library.

2. Extraction from a Web Page

DOM [8] is an interface that categorizes
each element in an HTML or any other XML-based
document into nodes of a tree structure. Each node
represents a part of the document and can contain
other nodes. DOM standard is handled by World
Wide Web Consortium, like HTML. The contents
of DOM Tree can be changed by programming
languages such as JavaScript, C#, Java, Python and
etc.

A web page is downloaded after being
requested by a web user via a browser. After
downloading, the downloaded document is
processed and the DOM elements are produced.
Each DOM element is interpreted by the web
browser to construct the DOM tree while displaying
a web page. DOM elements can also be accessed
and modified during the display in a web browser of
a web page using client-side JavaScript.

There is a relationship between the DOM and
the web page as shown in Fig. 1. This web is from
www.collinsdictionary.com that presents
dictionaries for English or bilingual word reference
and plus thesauruses for expanding your word
power. In this web domain, <h2> is an HTML
element that defines the most important heading.
Moreover, this element have an attribute (class) and
value of attribute (h2_entry) that provide additional
information for the element.
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untitled text

Pocument) . (no function selected). <.

<h2 class="h2_entry"><span class="orth">web</
<span class="mini_h2"><span class="span"> (</span><span class=
class="hi rend-u">e</span>b<span class="ptr hwd_sound type-hwd_sound"> <a

for web in English"

.mp3" data-lang="en_GB"></a>
</span></span><span class="span">)</span></span>

<a class="cobuild-logo res_hos" href="https://www.collinsdictionar
title="Powered by Cobuild" target="_blank"></a>
</div>

<div class="content definitions cobuil an class="form inflected_form
type-infl'><span class="var">Word forms: </span><span
class="orth">webs</span></span><div class="hom"><span class="span
sensenum">1,&nbsp;</span><span class="gramGrp"><span clas s">propé€r
noun</span><span class="1bl type-syntax"><span class="span"> [</span>oft <span
class="hi rend-sc">N</span> n<span class="span">]</span></span></span><div
class="sense">

<div class="def"><span class="hi rend-b">The Web</span> is a com
<a href="https://www.collinsdictionary.com/us/dictionary/engld
title="Definition of links" class="ref type-def">links</,
href="https://www.collinsdictionary.com/us/dictionag ish/picture"
title="Definition of pictures" class="ref type-def"Ipictures</a> into a <a
href="https://www.collinsdictionary.com/us/dictionary/english/database"

in computers in many different parts of the world and that people
<a href="https://www.collinsdictionary.com/us/dictionary/english/everywhere"

+itla-NnaE + o —Monf o

class="hwd_sound sound audio_play_button icon-volume-up ptr" title="Pronun€iation

data-src-mp3="https://www.collinsdictionary.com/us/sounds/e/en_/en_us/en_us_web_1

title="Definition of database" class="ref type-def'>database</a> that is stored

title="Definition of everywhere" class="ref type-def'>everywhere</a> can use. It
is also <a href="https://www.collinsdictionary.com/us/dictionary/english/refer"
£ cof n o dafiis rof o + +h,

Video American: web English: web  Special

web

(web ) Collins COBUI

ord forms: webs

proper noun [oft N n]

The Web is a computer system that links ({

uments and pictures into a database

that is stored in computers in many differer]
parts of the world and that people
everywhere can use. It is also referred to as

[computing]

The handbook is available on the Web.

She recommended the service on her Web journal aftd
' trying it out.

Fig. 1. Relationship between the DOM and the web page

There are a lot of HTML elements such as
<span>, <div>, <a>, and etc. in a web page. Fig. 1
shows only a crucial part of a web page that can be
used in extraction process. Additionally, these
elements have attributes such as id, class, title, href,
data-scr-mp3 and etc. id and class are widely used
attributes useful for applying styles and
manipulating an element with DOM and JavaScript.
These information can be used for extraction
process. For example, the following rules can be
used in this task.

3.1. Regular Expressions

Regular expressions (sometimes called as
regex or regexp) is a sequence of characters to
define a search pattern. Regular expressions can be
handled using the “re” module in Python. For this
module, we firstly prepared extraction pattern
shown in Code 1. For example, this code returns the
pattern <h2. class..h2 entry.>(.*?)</h1> for an
extraction rule of <h2 class="h2_entry">.

Code 1. Preparing a pattern for a given rule

def prepare_regex(pattern):
return pattern.replace(" ", ".").replace("\"",
".").replace(""™, ".").replace("=", ".") + "(.*?)"
+ "</" + parse_TagName(pattern) + ">"
def parse_TagName(element):
return element[(element.find('<")
1):(element.find(' )]

n

J’_

o <h2 class="h2 entry"> Title of a web
page
e <div class="content definitions cobuild br">
: All definitions
e <span class="form inflected forms type-infl">
: Word forms
e <div class="hom"> : sub definitions

Web pages in a web domain have similar
elements. When the appropriate element is selected
from a web page, it can be used to extract other web
pages of web domain. For example, these rules can
be utilized in the other web pages of this domain.
In experiments, we have downloaded 30 different
web pages for 10 different web domain. Moreover,
we have prepared 1-4 rules for every web domain.

3. Regular Expressions and Data Extraction
Libraries for Python

Using regular expressions is the well-
known technique that can be used in the extraction
process. However, it can cause problems when the
number of inner tags is ambiguous. In this situation,
the DOM-based libraries can be utilized as a

For an extraction rule, there are two
different extraction techniques: the whole document
can be searched or the extraction process can be
finalized by finding the first record. For some
extraction rules, terminating the extraction process
after the first extraction can improve the extraction
processing time. “re” module supports two different
extraction techniques. Code 2 finalizes the
extraction process after finding the relevant content.

re.seach method scans through string
looking for the first location and return a
corresponding match object. If no position in the
string matches the pattern, Code 2 returns empty
string. However, if more than one record exists, the
entire document should be looked at. Code 3
extracts all content from a web page.

Code 2. Extracting the first record with re

solution for these problems.

import re
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def extract(html, pattern):
res = re.search(prepare regex(pattern), html,
re.DOTALL)
if res:
return res.group(1)
else:
return "'

Code 3. Extracting all records with re

def extract_all(html, pattern):
return re.findall(prepare regex(pattern), html,
re. DOTALL)

re.findall method returns all non-overlapping
matches of pattern in a web page, as a list of strings.
In experiments, the effect of these extraction
techniques will be investigated.

3.2. Data Extraction Libraries in Python

Two well-known extraction libraries,
BeautifulSoup and Ixml, are used for this task.

3.2.1. BeautifulSoup

BeautifulSoup is a Python data extraction
library developed by Leonard Richardson and other
open source developers. It is licensed under the
Simplified BSD License and works on both Python
2.7+ and Python 3. It can parse HTML and XML
documents and provides simple methods to interact
with the DOM model.

Code 4. BeatifulSoup extraction methods

from bs4 import BeautifulSoup
def extract(html, pattern, parser):
soup = BeautifulSoup(html, parser)
return soup.find(parse TagName(pattern),
attrs=parse_Attributes(pattern,
parser)).decode contents(formatter="html")
def extract_all(html, pattern, parser):
soup = BeautifulSoup(html, parser)
temp_res =
soup.find_all(parse TagName(pattern),
attrs=parse_Attributes(pattern, parser))
html_res =[]
for res in temp_res:
html res.append(res.decode contents(formatt
er="html"))
return html res
def parse_TagName(element):
return element[(element.find('<') +
1):(element.find('"))]
def parse_Attributes(element, parser):
soup = BeautifulSoup(element, parser)
e = soup.find(parse_ TagName(element))
return e.attrs;

BeautifulSoup supports two different
extraction techniques like “re” module. Code 4
extracts only the first record in web page.

A BeautifulSoup object has two arguments.
The first argument is the source of web page, and
the second argument is the parser. The different
parsers including html.parser, Ixml, and html5lib
can be adapted to the object of BeautifulSoup.
html.parser comes with Python’s standard
installation and provides a class named
HTMLParser which can be used as a basic HTML
and XHTML parser. Ixml is feature-rich and easy-
to-use library for processing XML and HTML. It
provides Python bindings for the C libraries libxml2
and libxslt and mostly compatible with ElementTree
API. It is also open source and licensed under the
BSD license. html5lib conforms WHATWF HTML
specification which allows the module to parse
HTML content the same way a web browser does. It
is mainly developed by James Graham and open
source under the MIT license.

The find method uses when you only want
to find one result. The find all method scans the
entire document looking for results. If the number
of extraction result is one content, you can use the
find() method for improving time efficiency of the
extraction process. In Code 4, the parse TagName
method finds the element name of the pattern and
parse Attributes method returns all attributes and
their values in list format. The decode contents
method renders the contents of this element in html
format.

3.2.2. Lxml

Some web sites introduced BeautifulSoup
[9] recommend to install and use Ixml for speed.
But also, it can be used stand-alone. 1xml supports
XPath [10] for extracting the content of a tree.
XPath allows you to extract the content chunks into
a list. XPath uses "path like" syntax to identify and
navigate nodes in an html and xml document. Code
5 returns the XPath expression for a given
extraction rule.

Code 5. Preparing of XPath expression for a
given element

def prepare_XPath(pattern):

root = etree.fromstring(pattern + '</' +
parse_TagName(pattern) + ')
temp="
for att in root.keys():
temp += '[@'+ att + "="" + root.get(att) +
"l]"

return ".//" + root.tag + temp

For example, Code 5 returns the XPath
expression .//hl[@class="h2 entry"] for an

Copyright © by Technical University - Sofia, Plovdiv branch, Bulgaria
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extraction rule of <h2 class="h2 entry">. Code 6
has two function for extracting all results and the
first result.

Code 6. Extraction with Ixml

from Ixml import etree
from io import StringlO
def extract_all(html, pattern):
parser = etree. HTMLParser()
tree = etree.parse(StringlO(html), parser)
result = etree.tostring(tree.getroot())
root = tree.getroot()
my_list =]
yol = prepare XPath(pattern)
for elem in root.findall(yol):
my_list.append(etree.tostring(elem,
encoding="unicode"))
return my_list
def extract(html, pattern):
parser = etree. HTMLParser()
tree = etree.parse(StringlO(html), parser)
result = etree.tostring(tree.getroot())
root = tree.getroot()
elem = root.find(prepare_XPath(pattern))
return etree.tostring(elem,
encoding="unicode)

In Code 6, find method efficiently returns
only the first match. findall method returns a list of
matching Elements.

Table 1. Information about dataset

dataset. Moreover, we prepare extraction rules (like
in Section 2) for every domain. All experiments are
carried out on a computer using Intel Core i5-
3.2Ghz processor and 8 GB RAM running
Windows 10 operating system.

For measuring extraction time of these
methods, we use time.clock method. This method
returns wall-clock seconds elapsed, as a floating
point number. This method is based on the Win32
function QueryPerformanceCounter.

4.1. Time results of Regex

There are two techniques in regular
expressions. Table 2 indicates the extraction time
results and whether the result of the extraction is
correct or not.

Table 2. Time results and accuracy of regex

Method Avg. (ms)
extract 0.071
extract all 0.307

0.189
Accuracy: 390 / 600 = %43.5

As expected, focusing only on one result
rather than looking at the entire document has
yielded better results. Extract method is 4.324 times
faster than Extract All method. However, 43.5% of
the extraction rules give the correct result. In this
case, DOM-based methods can be considered as a

Domain Category | Avg. (KB) solution.
Aliexpress Shopping 93.66 4.2. Time results of BeautifulSoup
Bild Newspaper 67.49 BeautifulSoup supports two different
Booking Trip 689.11 extraction techniques and three different parsers for
Collinsdictionary Dictionary 38.93 this task. Table 3 indicates the extraction time
Ebay Shopping 297.35 results.
Imkb Movie 214.23
Sciencedirect Articles 48.65 Table 3. Time results of BeautifulSoup
TChlb,O . Shqpp1ng 2761 Method Parser Avg. (ms)
Tutorialspoint Articles 28.56 extract html.parser 820075
W3schools Articles 58.01 extract all html.parser | 1192.317
153.36 extract Ixml 591.583
extract_all Ixml 1025.892
. extract html5lib 2191.472
4. Experiments extract_all html5lib 2626.747
We prepare a dataset which contains web 1408.014

pages on many different content types, including
scientific articles, dictionary, movies, newspaper
articles, shopping, and trip/hotel information. For
constructing this dataset, we have designed a simple
crawler to download web pages. Then, this crawler

downloads 30 web pages for every domain. Table 1
oives the averace file cize nf weh domaing for thic
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Ixml parser for BeautifulSoup is the best
parser for this task. html5lib and html.parser are just
not very good results. As expected, the time results
of extract methods are better than the time results of
extract all methods in all parsers. Finally, we
examine Ixml parser with its methods.

4.3. Time results of Ixml

The Ixml library is a binding for the C
libraries libxml2 and libxslt. It is unique in that it
combines the speed and XML feature completeness
of these libraries with the simplicity of a native
Python APL. It can be used with BeautifulSoup, but
it can be also utilized stand-alone. In this section,
we examine this library stand-alone.

Table 4. Time results of xml

Method Avg. (ms)

extract 9.047

extract all 9.480
9.277

Time results of Ixml is better than time results
of BeautifulSoup. Ixml parser in BeautifulSoup
makes the results better, but the use of Ixml stand-

alone provides a much better improvement. (See
Fig. 2 and 3 for comparing all libraries)

5. Conclusion

In this study, libraries of Python for
extracting data from web pages are compared in
order to understand their time durations. As
expected, the experimental results show that regex
gives better time duration with 0.071 ms. However,
43.5% of the extraction rules give the correct result.
In this case, DOM-based libraries including
BeautifulSoup and Ixml can be considered as a
solution. Lxml (stand-alone) provides better time
results in DOM-based libraries. BeautifulSoup gave
worse results because of extra processes for creating
DOM even when using Ixml parser.

In future work, we will need to develop
more effective and effective methods for this task.
Moreover, time results of other languages [11] on
this task are compared.

Additional Information

All codes are open-source. Source codes and dataset
are as follows.
= https://github.com/erdincuzun/WebDataExt
ractionInPython

Ixml 1

Regex A .

Regex 1 I

Regex vs Ixml

ms

A: All extraction results, 1: only first result

Fig. 2. Average time duration results of Regex and Ixml
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OBJECT-BASED ENTITY RELATIONSHIP
DIAGRAM DRAWING LIBRARY: ENTREL.JS

ERDINC UZUN, TARIK YERLIKAYA, OGUZ KIRAT

Abstract: An entity relationship diagram (ERD) is a visual helper for database design.
ERD gives information about the relations of entity sets and the logical structure of
databases. In this paper, we introduce an open source JavaScript Library named EntRel.JS
in order to design sophisticated ERDs by writing simple codes. This library, which we have
developed to facilitate this task, is based on our obfc.js library. It generates a SVG output
on the client side for modern browsers. The SVG output provides storage efficiency when
compared to existing ERD drawings created with existing drawing applications. Moreover,
we present our animation library to gain action for elements in your web page.

Key words: Entity relationship diagrams, SVG, JavaScript

1. Introduction

The internet has been evolving for over 25
years with some standards including HTML
(HyperText Markup Language), CSS (Cascading
Style Sheets), JavaScript, XML (eXtensible Markup
Language) and so on. These standards are shared by
the W3C throughout the world, and browser
developers release updates to support these
standards. The W3C [1] continues to set standards
on a number of different issues. In this study, one of
these standards is SVG (Scalable Vector Graphics)
[2] that is used for drawing entity relationship
diagrams (ERDs) and JavaScript language is used
for creating these ERDs with simple codes.

ER modeling was developed for increasing
the clarity of database design by Peter Chen[3].
This model is the result for systematic data analysis
of system. It is usually drawn in a graphical form
named ER diagrams including entities, their
attributes and relationships between entities. This
model is typically implemented as a database.
Software developers and database designers can
casily discuss the design of database and software
over the ER diagram. Therefore, this subject is the
basis of the database courses. ER design can be
created very quickly with our library introduced in
this study.

The ERD drawing process can be done on
the server or client side by using the drawing
applications including Microsoft Visio, OpenOffice
/ LibreOffice Draw, Dia, Diagramly and so on. The
drawing file stored on the server side is displayed in
the browser in the <img> element. On the other
hand, it can still be prepared on the server side and

displayed in the CANVAS [4] or SVG elements
used for drawing graphics in HTML 5. In this study,
the SVG is suitable for our study instead of
CANVAS. CANVAS is typically used in web-
based games, while it allows the drawing process
with JavaScript codes. Because SVG is a vector-
based system, the browser is not affected by the
magnification. It was chosen for this reason. It can
also be drawn on the client side by using
JavaScript’s advantage and holding fewer code on
the server side. This makes the server load lighter
and the drawing works are made on the client side.
However, with the JavaScript file loaded once, it is
only necessary for utilizing the AJAX
(asynchronous JavaScript and XML) [5] in order to
upload the required code. AJAX improves the
bandwidth performance of web-based applications.
In this study, the object creation codes are stored in
the server, and drawing with the EntRel.JS library is
performed on the client side.

The EntRel.JS library (Entity Relationship)
is based on the obfc.JS library (Object-Based Flow
Charts) [6] that we develop is an object-based
library for drawing SVG flow charts across modern
web browsers. It makes easily to construct objects,
links and connections. Moreover, it dispatches a
click event when an object or a line is clicked and
descriptions can be added for all clicks. The
EntRel.JS allows you to design complex ERDs by
writing short codes. SVG output is parsed from
these texts and the SVG output is produced on the
client side.

Technologies such as SVG, JavaScript and
AJAX are used in many different subjects such as
numerical  graphics, networking, geography,

Copyright © 2018 by Technical University of Sofia, Plovdiv branch, Bulgaria

ISSN CD-ROM: 2367-8577



[-115

medicine and electricity. For example, Saito and
Ouyang [7] indicate how to draw data on the client
side with ChartML. They use SVG and JavaScript
in the client side and they produce graphs. Some
studies [8-11] focus on how network topologies can
be displayed on the browser by using SVG,
JavaScript and AJAX. Yin and Zang [12] describe
SVG and AJAX technologies in the Web
geographic Information system. Fang and et al. [13]
explain the use of these technologies in local
thermal power plant management. Birr and et al.
[14] introduces how three-dimensional medical data
can be demonstrated in the Web environment.
Alhirabi and Butler [15] perform the gene notation
using SVG.

This study presents a JavaScript Library to
create ERDs with objects. Moreover, you can also
easily link objects to each other. Draw function of
these objects produces a SVG output in browsers.
Moreover, we introduce an animation library
(animation.JS) that we developed.

2. obfc.JS library

Before explaining the EntRel.JS library, we
give information about obfc.JS library that we
developed earlier. obfc.JS has 24 different SVG
shapes for drawing flow charts. In this section, we
will describe the most basic features of this library.

2.1. Creating an object

Before creating an object, you add obfc.js
file and SVG element to body of a web page. Then,
you connect library to the id of the SVG element.
Code 1 indicates these lines.

Code 1. Preparing library and creating an object

<script src="obfc.min.js"></script>

<svg id="demo" width="600" height="700">
</svg>

<script>

prepare_ SVG("demo");

var object2 = add theObject(new Process(300,
150, 1, ["Line 1", "Line 2"], 10));

</script>

To draw an object, add theObject function
can be used for the given SVG element.
add_theObject is a function that adds the object into
a given SVG element and returns this object. This
returned object is used for drawing lines between
two objects. There are 24 different SVG objects in
obfc.JS. “Process” is the one of objects from 24
different objects. There are 9 parameters for
creating an object. First two parameters are
required, others are optimal.

Object Name( middle x, middle y, _size,
_text, text size, description, _fill color,
_stroke color, text color);

~middle x and middle y: centre of the object.

(Required)

= size: For example, default size of a process
object width is 125 and height is 50. _size value
is multiplied by these values.

= text and _text size: Text is written in the
center of an object. This parameter can be
defined string value or array[“”, “”...]. If your
text is too long, you can use array for creating
lines.

= description: These value can be coded in
HTML format. These value is displayed in a
HTML element that contains “desc” id after
clicking an object or a line.

= Aill color: Default value is white. But, the
object color can be determined with this
parameter.

=  stroke color: Default value is black.

_text_color: Default value is black.

2.1. Creating lines between objects

After creating all objects, objects can be
linked by using draw_theLine function.

Code 2. Creating lines between two objects

<script>

var o linel = draw_theLine(new Line(objectl,
object2));
</script>

Top: 0

Left: 2 Right: 3
* Hello 1 .

Bottom: 1

4 Hello 2 *

Fig. 1. Output of Code 2

Line is a function that determines the path
for given two objects and their positions. This
function has 9 parameters. First two parameter is
required and others are optimal.

Line(objectl, object2, positionl, position2,
_text, text size, description, _stroke color,
_text_color);

» object]l ve object2: are variables that is defined
in the previous section.
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= positionl and position2: are  position
information of objects. There are four positions
for all shapes. Top=0, Bottom=1, Left=2 and
Right=3. But, when these values are not entered
or entered “-1”, this function automatically
determines these position by calculating
differences between all unused positions.
(Unused position means that this position is
used for creating lines)

= text and _text size: text in line. This function
selects the longest sub-line for writing text.

= description, _stroke color, text color: (same
with previous section)

Moreover, you can determine connection points

manually as shown in Code 3.

Code 3.

<script>

var object]l = add theObject(new Process(100,
75, 1, "Hello 1", 12));

var object2 = add theObject(new Process(300,
150, 1, "Hello 2", 12));

var o linel = draw_theLine(new Line(objectl,
object2, 0, 1));

var o line2 = draw_theLine(new Line(objectl,
object2, 2, 2));

var o_line3 = draw_theLine(new Line(objectl,
object2, 1, 3));

</script>
——
Hello 1
I m
M g Hello 2 <J

I

Fig. 2. Output of Code 3

In this example, position informations are
added to link two objects. For example, 0 means top
of objectl and 1 means bottom of object2. There are
three lines in this example. Moreover, obfc.js has

jumping mechanism in collision of lines. For more

information, you can visit the following web page:
https://www.e-adys.com/obfc-js/object-based-
flow-charts-obfc-js/

3. EntRel.JS

EntRel.JS is JavaScript Library for creating
ERDs with simple JavaScript methods. Figure 3
gives information about the location of the libraries
in the Web. Libraries of obfc.JS, EntRel.JS and
Animation.JS takes the drawing code from a server
and parse these codes for drawing into an SVG
element. The file sizes of bfc.JS, EntRel.JS and
Animation.JS are 78 KB, 3.85 KB and 3.62 KB.
The first installation of these libraries is loaded into
the browser cache, and these libraries are not
updated on other requests.

There are two main classes for creating
diagrams as FlatLine and Entity. Entity class
derived from Process class of obfc.js. For better
understanding this object, you can examine Section
2.1.

Entity(_ middle x, middle y, size, _text,
_attributes, text size, weak, description,
_fill color, stroke color, text color)

The fifth parameter contain extra

information about attributes of an entity. You can
define 8 attribute in array format for an entity. For
example:

[null, “AuthorID(PK)”,
“AuthorSurName”]

“AuthorName”,

The first attribute contain a null value so
that it can be drawn. The first four attributes are in
top and others are in bottom. Weak parameter is
used for a weak entity that cannot be uniquely
identified by its attributes alone.

FlatLine connects the objects. FlatLine class
derived from Line class of obfc.js. FlatLine don’t
contain an arrow in drawing. Code 4 is an example
for Entity and FlatLine. Moreover, Fig 4 is output
of Code 4.

Server Side Client Side

HTTP Request
obfc.js <4«—> | Web Browsers obfc.js
entrel.js Mozilla entrel.js
animation.js Chrome animation.js
...Script Codes... AJAX IE

. ’ Safari
gé\;lllzé—;fTP (A browser with ERDs Script
SVG support) Codes

Copyright © by Technical University - Sofia, Plovdiv branch, Bulgaria
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Fig. 3. Location of the EntRel.JS and Animation.JS in the Web

Code 4. An example ERD

<script>

prepare_ SVG("demo");

var objectl = add theObject(new Entity(300,
350, 0.75, "Books", [null, null, null, null, null,
"BookID(PK)", "Title"], 16));

var object2 = add_theObject(new Entity(65, 150,
0.75, "Authors", [null, "AID(PK)", "AName",
"ASurname"], 16));

var object3 = add theObject(new Entity(300,
150, 0.75, "Types", [null, "TID(PK)", "TName"],
16));

var objectd =
150, 0.75, "Publishers",
"PName", "Location"], 16));
var object5 = add theObject(new Decision(65,
250, 0.75, ["R1"], 12));

var object6 = add theObject(new Decision(300,
250, 0.75, ["R2"], 12));

var object7 = add theObject(new Decision(500,
250, 0.75,["R3"], 12));

add_theObject(new Entity(500,
[null, "PID(PK)",

var o_linel = draw_theLine(new
FlatLine(object2, object5, null, null, "N"));

var o_line2 = draw_theLine(new
FlatLine(object5, objectl, 1, 2, "N™));
var o_line3 = draw_theLine(new

FlatLine(object3, object6, null, null, "N"));
var o_line4 = draw_theLine(new
FlatLine(object6, objectl, null, null, "N"));
var o_line5 = draw_theLine(new
FlatLine(object4, object?, null, null, "N"));

var o_line6 = draw_theLine(new
FlatLine(object7, objectl, 1, 3, "1"));
</script>

Authors Types Publishers
N N N
N
N
Books

BookID e

Fig. 4. Output of Code 3

In Code 4, (PK) keyword defines a primary
key of an entity. Moreover, (DE) keyword defines

derived attributes and (MV) keyword is for
multivalued attributes. There are four entity objects




-118

and three Decision objects created from obfc.JS
library. And these objects link with six FlatLine.
Now let's add animation to this drawing.

4. animation.JS

With animation.js, you can easily animate
your a desired element of child elements in your
web page. Navigation bar of this animation contains
links: Previous, Next, Show All, Hide All, Start
Animation, and Stop Animation. Code 5 is a simple
animation code.

Code 5. Creating an animation a web page

<script src="animation.min.js"></script>
<script>
initializeAnimation(null,
"#masthead,#secondary");
</script>

".animation", "div,p",

= Add animation.min.js your web page, then call
initialize Animation method for configuration of
the animation.

= The first parameter of this method is the
number of elements. But this parameter is used
by other libraries: obfc.js and entrel js.

= The second parameter is the base element of
animation. You can use a selector for setting
this parameter.

» Third parameter is inner elements in the base
element. You can use more than one selector for
selecting the desired elements.

=  Fourth parameters is used to set opacity of the
selected elements.

Moreover, you can set time interval for animation

and opacity for elements. For example: (Append the

following code to Code 5)

opacity = 0.1; //opacity of elements
timelnterval = 3000; //3 seconds

For creating links for navigating animation in a
web page, you can append Code 6 for your web

page.

Code 6. Navigation bar

<div 1id="anavbar" class="anavbar"
style="display:none">

<ul class="horizontal">

<li><a id="pre">Previous</a></li>

<li><a 1d="next">Next</a> </li>

<li><a id="show">Show All</a> </li>
<li><a id="hide">Hide All</a> </li>
<li><a 1d="start">Start Animation</a> </Ii>
<li><a id="stop">Stop Animation</a> </li>
<hl>

</div>

5. The use of obfc.JS and EntReel.JS with
amination.JS

For creating animations, you can group the
objects created by obfc.JS and EntReel.JS using an
array. If two objects are together, these objects can
be grouped together. (For example ([objects,
object2])). You can append the following codes to
Code 4 for creating animation in Fig 4.

var groups = [objectl, [object5, object2],
[o linel, o line2], [object6, object3], [0 line3,
o_line4], [object7, object4], [o_line5, o line6]];
prepareClassforAnimation(groups);
initializeAnimation(groups.length - 1);

prepareClassforAnimation method prepares
objects for animation. initializeAnimation method
starts animation. For testing animation, you can
visit the following web page:

https://www.e-adys.com/web_tasarimi_programlama/entrel-js-
creating-entity-relationship-diagrams-with-javascript-and-svg/

6. Conclusion

In this study, the open source EntRel.JS and
animation.JS Libraries that we developed and the
functions of these libraries to draw ERDs in the
Web environment are introduced. Thanks to this
library, drawings are made quickly with very little
code. Unlike other drawing applications, the links
between shapes are automatically feasible. SVG
output occupies very little space according to the
other image formats.

In future studies, we plan to develop a
design library that enables drawing and drag-and-
drop functionality through the Web page without
writing codes. We are also aiming to group some
designs and share them in a web environment.
Finally, we intend to develop new libraries for
different subjects including logic circuits, data
structures, database management systems, software
engineering and system analysis in order to draw
different shapes.

Additional Information

All codes are open-source. Web addresses
and help documents are as follows.

= https://github.com/erdincuzun/obfc.js

= https://github.com/erdincuzun/entrel.js

» https://github.com/erdincuzun/Animation.js
= https://www.e-adys.com/

Copyright © by Technical University - Sofia, Plovdiv branch, Bulgaria
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AN ALTERNATIVE EXECUTION MODEL FOR
OPTIMUM BIG DATA HANDLING IN IOT-WSN
CLOUD SYSTEMS

GUNGOR YILDIRIM, YETKIN TATAR

Abstract: Wireless sensor networks (WSNs) are one of the fundamental IoT subsystems,
which can produce big data. In line with this, the quality of data collected by sub-WSN
systems is an important parameter. Eliminating redundant information and making the
collected data understandable/interpretable will increase the efficiency and enable an easy
integration with other IoT systems. In the paper, for the cloud system involving sub-WSN
systems, an intermediate execution model which improves the quality of the collected data
is proposed. The model includes semantic and data fusion/aggregation components in
order to make the data more understandable and optimal. The model also proposes an
approach that enables an interactive data analysis to be done between the data clients and
the provider system. With this interactive model, it is aimed that the clients can execute
their own data fusion and aggregation algorithms on the understandable big data set.

Key words: WSN, loT, Sensor Cloud, Big Data

1. Introduction

Nowadays, many different technologies
may come together under loT systems and play role
in the solution of more complicated problems. IoT
systems, which inherently have a heterogencous
structure, usually obtain the measurement data
needed from sensor networks. Therefore, WSNs are
one the fundamental subsystems of IoT projects.
Traditional WSNs are generally closed systems
designed for goal-oriented applications. The general
processes such as data collection, storage and
analysis are performed within the same system. In
traditional WSNs, the data gathered are stored in
three different ways. These are “internal storage”,
“Centralized storage” and “hybrid storage” [1]. In
the internal storage, the data gathered are stored in
the resources of the system in a distributed fashion.
This type of storage is often preferred in the WSN
systems with a large number of nodes. The
centralized storage is a method usually used in
small scale WSNs. In the centralized storage, the
data is collected and handled in a central unit which
is often external. The hybrid method is the
combination of the other methods. It is not efficient
to use the three methods in big scale IoT WSN
systems due to some factors, such as the limited
resources of WSNs and the possibility that the data
gathered may reach big data sizes. [oT systems
often deploy WSNs as subsystems. The WSN
systems that integrate with IoT systems may have a

traditional structure or advanced features which use
the IoT technologies such as 6LowPAN, RPL.
Furthermore, these different WSNs may exist under
the roof of a single IoT system (e.g., sensor cloud
systems). One of the basic problems that arise in
IoT systems which involve many different WSNs or
a big scale WSN is the big and heterogeneous data
management. The storage and handling of big data
in IoT systems are usually carried out by a
separated subunit involving big data management
technologies [12, 13]. On the other hand, although
today’s big data technologies have advanced
features and enough flexibility, the quality of the
gathered data may need to be improved. When
considered the adverse situations such as
redundancy and repeating, which decrease the
quality of both data and communication, the
importance of the quality of the big data can be
better understood in terms of the performance of an
IoT system. For this purpose, data aggregation and
data fusion operations are used in traditional WSNs
[2]. However, these are not sufficient. Data
aggregation operations are performed generally on
the WSN nodes and usually goal-orientation. On the
other hand, it is too difficult to execute the same
data aggregation operations in an [oT system
involving many heterogeneous WSNs. In addition,
the content of the data which are demanded by the
clients of an IoT system is also an important issue.
The fact that the clients can access the interpreted
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meaningful data instead of raw sensor data
increases the service quality and enables an efficient
big data management.

This paper proposes an effective
intermediate execution model which can increase
the quality and usability of the big data for IoT
WSN systems like sensor clouds. The model
focuses mostly on creating client-defined
meaningful data, and efficient big data collection. In
addition to these, an analytic approach which
expresses the relation between WSNs and big data
creation and shows its effect on the energy
consumption in a WSN system, is also presented in
the paper.

2. Related Works

In 2020 if we consider that the measured
data from climate is going to reach 100 PB and 150
million sensors will be used in the experiment LHC
in Europe, hence, it can be better understood the
importance of the relation between WSN and big
data [3] The literature studies about the relation of
WSNs and big data are mostly related to the
optimization processes taking place before the big
data is stored. In a study [4], an algorithm that
creates small data sets reflecting the character of the
real big data is introduced. In the study, it is stated
that the small data sets provide a successful big data
management. The work in [5] focuses on the
creation of big data in cluster based WSN systems
which have a large number of sensor nodes. For
these types of WSNs, algorithms towards the
selection of optimum cluster head and the
obtainment of optimum big data by mobile nodes
are proposed. In the study, MULE and SENMA
models are introduced for the mobile data
collection. The study states that the design of big
scale WSN systems can be quickly accomplished
and the optimum big data quality can be achieved.
In the other study [6] adaptive data collection
algorithms towards the optimum big data
management for periodical WSN systems are
proposed. In the system operations, the algorithms
take into account the association between node
sampling rate and the current state of the physical
phenomena. The study expresses that the big data
collection can be achieved more efficiently by the
algorithms proposed. Different approaches towards
the integration of WSN and big data technologies
can be also found in the literature [7-11].

3. Theoretical Relation Between WSNs and
Big Data

The theoretical expression of WSN-big data
relation could be useful in terms of showing the
process of creation and communication of big data
and the effect on the energy consumption in the

[T 1]

nodes. Accordingly, assume that there are “n
sensor nodes in a WSN running on a periodical
operating mode.

W= {dl,dz,..dn}, 1Sl STL, (1)

T ={t,tpts.t;}, j =1, )

[13%4]

There are “” resources types in the WSN
and they are the member of the set “T”. For
instance, “t1”, “t2”, “t3” denote analog LM35
temperature sensor, digital DS18B20 temperature
sensor and ADXIL345 3-axis accelerometer sensor,
respectively. “E” is the resource entity matrix with
“j x n” dimension, showing which node has what
resources. A sensor node may theoretically have “j”
resources. In this case, “E” can be expressed as;

d d da
kP kgL kM
d da da
E: k12 k22 .. ka (3)
Kok Lk

The entity value of each member of the
matrix can be defined as a Boolean type.

(1, ift €d;
kY = { P i 4
7 0 , otherwise “)

On the other hand, the pre-defined matrix
“B” denotes the data size produced by each resource
in the system. The matrix is given as;

B=1[bi b, .. b )

Besides, the node state matrix given in Eq.6
shows whether the nodes in the WSN are in active
state or not;

s; =0, d; sleep/off

N.=[S4 S .. S 3
s=I[51 % n]’si=1 d; active

(6)

If it is assumed that all the nodes in the
system run with a frequency, “f” in a duration of
“P”, and their clocks are synchronous, the data size
“D (byte)” gathered in the WSN will be;

D = fx [Ng x [Ex BT]] (7)
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Fig.I. The Proposed Pre-Execution Model for Big Data Management in [oT-WSN Systems

The radio operations of a node are the phase in
which energy consumption is the highest.
According to the energy consumption model given
in [14,15], the power consumptions in transmitting
(E™) and receiving modes (ER¥) of a node in the
WSN;

E™ =h;x (N + €xd?) (8)

ER* = b, x N ©9)

where; N and € are the radio unit and
amplifier constants; “b;” denotes the data size to be
send/received and “d” is the transmission distance

As can be seen, in the case where n, j and f
are too big, the data size and energy consumption
will be too big. If the limited resources of a WSN
are taken wunder consideration, the storage
techniques used in traditional WSN systems will not
be suitable for big scale IloT WSN systems.

4. Basic System Model

The type and data operations in IoT-WSN
can be more different than those of traditional
WSNs. For example, in the traditional WSNs, while
the “data aggregation” is used in order to eliminate
the redundancy and repeating situations, data fusion
is used for inference and correlation operations.
However, these methods alone are not sufficient for
an loT system since it can have different types of
clients and resources. For this reason, the handling
of the data to be collected or stored according to a
specific working model is essential for efficient big

data operations. Besides, the type of the service in
which the data gathered will be used is quite
important. Namely, the clients getting services from
IoT-WSN systems usually take raw or filtered data.
In addition to this, some clients may demand the
system to store the data sent from their own
systems. On the other hand, clients are more
interested on meaningful data rather than the raw
data. The fact that the interpretation/semantic
operations carried out in the provider side will bring
a significant service quality and variation.
Furthermore, these meaningful data can be either
shared with other clients or can be used in other
data mining solutions. What is important here is that
a software infrastructure between the clients and the
IoT-WSN system is deployed.

In Fig. I, an intermediate system
infrastructure, which can perform efficient big data
operations in an loT-WSN system, is presented
[15]. The proposed system focuses on three
important operations. The first one is the regulatory
operations which eliminate redundancy/repeating
situations. The regulatory operations consist of two
sub-processes. The data aggregation process is a
central operation and usually performed in WSNs.
This process is optional because of the fact that all
WSNs cannot offer it. However, the similarity
detection process is applied to all data from sub-
WSNs. The similarity detection process is necessary
to obtain the optimum data. In the process, the
similarity ratio on different data sets is found and
then the found ratio is compared with a threshold
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value. Cosine and Dice are some of the similarity
functions preferred for this purpose in literature [6].
After these processes, the obtained data can be
shared with the clients or stored in the system. The
intermediate execution system proposes a working
model that the clients can interpret and customize
the data at which they demand on the provider side.
This consists of two sub-processes. The first is the
client interpretation process in which the clients
perform their own data fusion operations. The
second is the fact that output of the data fusion is
sent to the semantic function unit. The data obtained
at the end of these processes can be shared with
other clients demanding it, or can be stored on the
big data file system. The most important advantage
of the system is that it enables the clients to quickly
interpret the data from different resources existing
in different WSNs. The client-defined meaningful
data can help other clients to select the analysis data
for data mining operations. The model is based on a
software framework which can be used on both the
client side and provider side. With the help of the
framework, all operations prepared by clients on the
client side can be easily executed on the provider
side. The created meaningful data will also increase
the quality and usability of the big data on the
system.

5. Conclusion

In this work, it has been discussed how
WSN systems can be big data sources, and most
efficiently how the created big data can be
managed. In the study, it is also shown that the data
storage techniques, used in traditional WSNs, are
not suitable for IoT-WSN systems like sensor
clouds. Nowadays, the big data management in IoT-
WSN systems is among the active study areas.
Especially, improvements in the quality of big data
are an important subtitle in this area. Direct storage
of raw sensor data in IoT-WSN systems leads to
reducing the quality of big data. In addition, some
adverse factors such as redundancy and repeating
make the analysis of the stored big data harder. As a
solution, an intermediate execution working model,
which both eliminates the redundancy in the data
coming and enables the data to be interpreted and
shared, has been proposed. The originality of the
proposed model is that the system allows the clients
to carry out their data fusion operations on the
provider side. This can be provided with a software
framework infrastructure. This type of framework,
which could be developed by today’s object
oriented languages, can provide quite flexibility for
the big data management of IoT-WSN systems. The
model used in both simulation and practical
environment is open to development.
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MAN IN THE MIDDLE ATTACK WITH ARP
SPOOFING

SENOL SEN, TARIK YERLIKAYA

Abstract: Computers within a network need to have two addresses information to
communicate with other computers. The first address information is the Physical MAC
Address, and the second address information is the IP Address. ARP Poisoning can be
defined as the intervening between network devices and computers by intercepting IP and
MAC Addresses mapping tables within the network by attackers. Man In The Middle Attack
is an attack type defined as listening and changing the traffic passing between the target
and network elements (server, switch, router or modem) within a network. If the attacker
can poison the ARP tables of the target and network device within the network, that is, he
enters his MAC Address as "MAC Address of the Network Device" in the table of the target
computer and "MAC Address of the Destination Computer" in the ARP table of the network
device, that means he is in. In this case, the traffic between the target computer and the
network device crosses over the attacker. Attacker can listen and change this traffic. Man
In The Middle (MITM) Attacks are realized in Layer 2 (Data Link) in the OSI Model, so the
attacker can command all the traffic after he succeeded. Although this type of attack is a
well known type of attack on network security, it isn't prioritized for taking protection
precaution. In this article, Man In The Middle Attack has been made via arp spoofing on
our network with Ettercap software which is installed on Kali Linux and as a result fip,
pop3 usernames and passwords of unencrypted applications are captured. Again, our

article describes the main precautions to take for this attack.

Key words: ARP Spoofing, Man in the Middle Attack

1. Introduction

Man in the Middle Attack is an attack type
defined as listening and changing the traffic passing
between the target and network elements (server,
switch, router or modem) within a network. If the
attacker can poison the ARP tables of the target and
network device within the network, that is, he enters
his MAC Address as "MAC Address of the
Network Device" in the table of the target computer
and "MAC Address of the Destination Computer”
in the ARP table of the network device, that means
he is in. In this case, the traffic between the target
computer and the network device crosses over the
attacker. Attacker can listen and change this traffic.
Man In The Middle (MITM) Attacks are realized in
Layer 2 (Data Link) in the OSI Model, so the
attacker command all the traffic after he succeeded.
Although this type of attack is a well known type of
attack on network security, it isn't prioritized for
taking protection precaution.

2. What is the ARP (Address Resolution
Protocol)?

IP addresses, MAC addresses, and Default
gateway addresses are required for computers to
communicate properly in a network. The IP address
is used to identify the network where the packet will
go. When the corresponding packet arrives at the
target network, the transmission within the LAN
(Local Area Network) is performed through the
physical layer. In this transmission, the destination
is now determined according to the MAC address
and the packet is directed in this direction.
Communication of devices within a LAN is done
according to MAC addresses through ARP protocol.
Arp protocol is used to resolve network layer
addresses to link layer addresses and to store these
matches in the table. ARP allows the matching of IP
addresses to the physical machine address (MAC
address), and all MAC addresses and IP addresses
which match that address are stored in the table
named ARP Cache. Each device has its own ARP
Cache table and keeps the changes within the
network by updating the table. For example, when a
new device is connected to the network, other
devices add the MAC-IP information of the newly
arrived device to the ARP table [1].
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3. How does ARP work?

When a packet arrives to be forwarded to a
router or switch, it is first checked whether there is
a record in the MAC address table for the
destination I[P address. If the destination MAC
address can be found in the table, the packet is sent
to the interface side where the MAC address is
located. If the Mac address is not in the table, an
ARP Broadcast packet is sent to each computer
(ARP Request) with the question "Who does this IP
address belong to and what is the Mac address?". In
response to this, the owner of the corresponding IP
address gives the Mac address, but this time it
broadcasts only unicast to the sender of the ARP
Request (ARP Replay). Now that the target Mac
address is known, the packet is redirected and the
table is updated by entering this newly learned IP-
Mac information into the Mac Cache table. ARP
table information can be seen with arp -a command.
Arp messages only wander around internal network
boundaries. They can not be sent from a network to
a network located in another space. When going to a
different network, it writes the Mac address of the
router at the Destination Mac address, it changes
that title in the router and places the next address to
arrive (Next hop). For this reason, we do not have a
chance to learn the MAC address of any other
device in another network [1].

4. ARP Spoofing

ARP Spoofing, also known as ARP
Poisoning. It can be defined as the intervening
between network devices and computers by
intercepting IP and MAC Addresses mapping tables
within the network by attackers. All devices in the
Local Area Network need a default gateway address
to communicate with external networks. With ARP
poisoning, ARP cache modified / poisoned systems
become ready for Man in the Middle attacks. The
source system checks the ARP tables when it wants
to communicate with the target system. If the ARP
cache is poisoned via ARP spoofing attack, the
mechanism begins to operate differently. When the
source system controls the ARP tables before
communicating, it is connected to the attacker
computer instead of the target computer because
ARP cache is changed [2].

In the Figure 1, the network has an IP block
of 10.40.48.0/22. The gateway which is the portal
has received the 10.40.48.1 IP address, and for
example if the wusers want to connect to
www.trakya.edu.tr web site, a request should be
sent to the website's [P address 193.255.140.50.
Since this I[P is not in the internal network
(10.40.48.0/22), the packets are sent to the default
gateway and the route of the packet is now

determined by the gateway or router. Mac address -
IP address match is kept in the Mac cache table.

Network : 10.40.48.0/22

Gateway
10.40.48.1 Iam the Gateway
10.40.48.1

C
; ]
4 -

y A— 10.40.50.59
10.40.48.33 10.40.50.56 Mac:
A B

00:0c:29:7:0d:88

Fig. 1. Network used for testing

The Mac cache table is updated with ARP
Announcements. If an attacker connected to the
network makes an ARP announcement that includes
the gateway's IP address and its own MAC address,
the other devices update the MAC address table and
now see the attacker's IP address as the device to go
to when trying to reach the default gateway. The
attacker can listen and read all the unencrypted
packets coming to him to access the internet. The
packets are directed to the real default gateway
address and the response from the internet page is
sent back to the attacker by the router. Because the
device that sent these request packets to the router
was the attacker's device. The attacker also reviews
these response packets and directs them to the real
owner. During this process all the traveling packets
are passed on their own, so if no encryption is used,
the contents of all packets can be accessed. The user
wanted to open an internet page, and as a result, the
page was opened, there is no doubt because there is
no disconnection, but the packets are actually
coming from the attacker.

Example Attack: In this example, the
victims' POP3 and FTP passwords has been
captured by changing the default gateway’s MAC
address with the Ettercap [3] software running on
Kali Linux(10.40.50.59). Our 2 victims both have
windows 7 (10.40.50.56) and windows 8.1
(10.40.48.33) operating system. The steps and the
results of the attack are given below.

1. Display of ARP records on victims’s computers
(Fig. 2. and Fig. 3.)

2. Display ARP table on the attacker (10.40.50.59)
computer (Fig. 4.).

3. Start EtterCap application on the attacker device
and select Sniff -> Unified Sniffing option from the
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menu on the application and mark the

corresponding interface (ethO0).

Ciwindows\system32\cmd.exe
icrosoft Windows [Uersion 6.3.96601]

(c) 2013 Microsoft Corporation. Tiim haklari saklidair.

\Users\SeN>arp -a

Interface: 10.40.48.33 —— Bx13
Internet Address Physical Address Type

1 AB-eB@-b1-d9-91-fd dynamic
BA-Bc-29-Bc-15-59 dynamic
AB-13-21-23-20-66 dynamic
808-c1-6be-e5-47-eB dynamic
d8-ch-8a-ch-4a—al dynamic
AB-14-4f-58-58-16 dynamic
A0-Bc-29-7e-0d-88 dynamic
ff-ff-ff-Ff-Ff-£F static

Fig. 2. The victim's IP number is 10.40.48.33
before the attack ARP output

C:\Users\SeN>arp —a

Arabirim: 10.40.50.56 ——— Bxb

Internet Adresi Fiziksel Adres Tiiril
10.40.48.1 AB-eB-b1-d9-91-fd dinamik
10.40.51.255 b e e S 2 £ statik
224.0.0.2 #1-00-5e-00-00-62 statik
224.0.0.22 A1-00-5e-00-00-16 statik
224.8.0.252 #1-00-5e-00-00-fc statik
239.255.255.250 01-00-5e-?f-ff-fa statik
255.255.255.255 FE—FE—FF—FF—£F-FF statik

Fig. 3. The victim's IP number is 10.40.50.56
before the attack ARP output

root@kali: * 000

Dosya Diizenle Goriinim Ara Ucbirim Yardim
i~ arp -a
? (10.40.48.1) at 00:0:b1:d9:91:fd [ether] on eth@

HWtype HWaddress
ether 00:e0:bl:d9:91:fd C

Flags Mask

Fig. 4. Attacker (10.40.50.59) display ARP table on
the computer

000

ettercap 0.8.2
Start Targets Hosts View Mitm Filters Logging Plugins Info
Host List x
IP Address

MAC Address Description

00:£0:B1:D9:91:FD

10.40.48.2 E8:E7:32:6F:62:10
10.40.48.3 2C:FA:A2:2E:88:82
10.40.48.4 00:04:96:98:£8:93
10.40.48.8 00:0C:29:0C:15:59
10.40.48.11 00:50:56:98:00:12
10.40.48.12 30:9C:23:03:35:50
10.40.48.14 20:89:84:42:36:CE
Delete Host Add to Target 1 Add to Target 2 ‘

Randomizing 1023 hosts for scanning..
Scanning the whole netmask for 1023 hosts.
59 hosts added to the hosts lst..

Host 10.40.48.33 added to TARGET1

Host 10.40.48.1 added to TARGET2

Fig. 5. Ettercap host list

4. On the Ettercap menu, select the Hosts -> Scan
for hosts option to browse the computers connected
to the network and display the computers via Hosts
-> Host Lists option (Fig. 5.).

5. Computers with IP addresses 10.40.48.33 and
10.40.50.56 that will be poisoned are added to the
first destination by clicking Add to Target 1 option.
Since the ftp and e-mail addresses that the victims
want to reach are not in the local network, the
default gateway is added as the 2nd destination.

6. Start sniffing from the menu with Start -> Start
Sniffing option.

ettercap 0.8.2 00
Start Targets Hosts View Mitm Filters Logging Plugins Info
Start sniffing
Stop sniffing

Scanning the WNole Netmask ror LUZ3 Nosts.
62 hosts added to the hosts list

Unified sniffing already started

Unified sniffing was stopped.

Starting Unified sniffing

Fig. 6. Ettercap interface

ettercap 0.8.2 60
Start Targets Hosts View Mitm Filters Logging Plugins Info
Host List *  Connections * H Targets * l
Target 1 Target 2
10.40.51.71 10.40.48.1
10.40.51.155
10.40.48.33 MITM Attack: ARP Poisoning
2 Optional parameters
(& [Sniff remote connections
Only poison one-way
Iptal Tamam
Delete I Add I Delete | Add |
Unimea Snimng alreaay startea... 1
Host 10.40.48.1 added to TARGET2
Host 10.40.51.71 added to TARGETL
Host 10.40.51.155 added to TARGETL
Host 10.40.48.33 added to TARGET1
Host 10.40.48.33 added to TARGET1 ﬂ

Fig. 7. Ettercap interface

7. With the option Mitm -> Arp poisoning from the
menu, Arp poisoning is selected as the attack type.
The Sniff remote connections option should be
selected on the query screen.

8. Plugins are used via Plugins -> Manage plugins
option on the Ettercap menu. For example, the
chk poison plugin is used to test whether the Arp
poisoning attack was successful. The other plugins

Copyright © by Technical University - Sofia, Plovdiv branch, Bulgaria
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we use in this attack are the repoison arp and
remote _browser plugins. Repoison_arp continues to
poison at regular intervals so that the entry on the
Mac address table will fill up the table when the
time elapses and the entry is deleted.
Remote browser also allows to see the links
directly on the ettercap screen that the victim
computers try to reach via the web browser.

ettercap 0.8.2

Start Targets Hosts View Mitm Filters Logging Plugins Info

Host List * Connections * | Targets * | Plugins x
Name Version Info
pptp-pap 1.0 PPTP: Forces PAP authentication
pptp-reneg 1.0 PPTP: Forces tunnel re-negotiation
rand_flood 1.0 Flood the LAN with random MAC addresses

remote_browser 1.2 Sends visited URLs to the browser

reply_arp 1.0 Simple arp responder

* repoison_arp 1.0 Repoison after broadcast ARP

scan_poisoner 1.0 Actively search other poisoners

search_promisc 1.2 Search promisc NICs in the LAN

smb_clear 1.0 Tries to force SMB cleartext auth

smbh down 1.0 Tries to force SMB to not use NTI M2 kev auth
ACTIVating CnK_polson pugin...

chk_poison: Checking poisoning status...

chk_poison: No poisoning at all sk

Activating chk_poison plugin...

chk_poison: Checking poisoning status...

chk_poison: No poisoning at all :(

Fig. 8. Ettercap plugins

9. When the arp tables on the victim computers are
reviewed again, it is seen that the attack is correctly
done and the MAC address of the attacker (00: Oe:
29: 7e: 0d: 88) is written instead of MAC address of
the default gateway. (The actual Gateway MAC
address is 00: Oe: bl: d9: 91: fd)

a \Users\SeN>arp -a
?Interface: 10.40.48.33 ——— Bx13

Internet Address Physical Address
00-Bc-29-7e-0d—-88
A0-0c-29-Bc-15-59 namic

10.40.48.1

10.40.48.8

10.40.48.48 A0-13-21-23-20-66 dynamic

10.40.48.53 88-c1-be-e5-47-eB dynamic

10.40.50.36 d8-ch-8a-ch-4a-af@ dynamic

10.40.50.43 00-14-4f-58-58-16 i

10.40.50.59 00-Bc-29-7e-0d-8
fE-ff-ff-ff-££-££ ®atic

10.40.51.255

C:\Users\SeN>arp -a

Arabirim: 10.40.560.56 ——— Bxh

Fiziksel Adres Tiiril

00-Bc-29-7e-0d-88 :
A6-0c-29-7e-0d-88
ff-ff-ff-fFf-Ff-1£F statik

01-00-5e-00-00-62 statik
01-00-5e-00-00-16 statik
01-00-5e-06-00-fc statik
01-00-5e-?f-ff-fa statik
fE-ff-Ff-F£f-£F-£F statik

Internet Adresi
10.48.48.1
10.40.56.59
10.48.51.255
224.0.0.2
224.0.0.22
224.0.0.252
239.255.255.250
255.255.255.255

Fig. 9. Default gateway(10.40.48.1) mac spoofing

10. All the traffic of the victim computers is now
passing through the attacking computer. As a result,
the FTP user name and password of victim
computer with 10.40.48.33 IP; the mail account user
name and password used in Microsoft Outlook of
victim computer with 10.40.50.56 IP have been
captured.

ettercap 0.8.2
Start Targets Hosts View Mitm Filters Logging Plugins Info
Host List *

Targets % | Plugins *

Target 1 Target 2

10.40.48.33 10.40.48.1

Delete | Add

Delete

DHCP: [10.40.254.14] ACK : 0.0.0.0 255.255.252.0 GW 10.40.48.1 DNS 193.255.1
FTP:193.255.140.36:21 -> USER: anonymous PASS: User@

EIP193.200.140 3021 > USER: cenols PASS, n
FTP:193.255.140.36:21 -> USER: senolsen PASS:

FTP:193.255.140.36:21 -> USER: Anonymous PASS: ieuser@microsoft.com
FTP:193.255.140.36:21 -> USER: Anonymous PASS: ieuser@microsoft.com
ETP:193.255.140.36:21 -> USER: Anonvmous PASS: ieuser@microsoft.com

Fig. 10. FTP user name and password of victim
computer with IP number 10.40.48.33

ettercap 0.8.2

Start Targets Hosts View Mitm Filters Logging Plugins Info

Host List X | Targets x | Plugins *
Target 1 Target 2
10.40.50.56
Delete Add Delete
x;)u

HTTP: 151.101.114.2:80 -> USER: 7524 PASS: INFO: http://www.milliyet.com.tr/
CONTENT: pqlgbu5dlimSM-
Zc1Cy1w27142kfCuvlinAz20JLft7yMcWATKDnWkBSMd_k520z3njffkn)JSmgNBa64ulLX4M2 4k
KDVYX5L606yFQ&ilt=&navil=&silt=text&ntil=&ntilt=&navilt=&niltp=&siltp=ggs-empire-
sc1&naviltp=&tp=top&ppb=CMUD&cpb=Eg8yOTctMTUOLVJFTEVBUOUYmY4ellz_________
3A427%3A15.763&id=7524&lvl=1&cv=297-154-RELEASERAil=%5B%#7B%22tii%22%3A%
22~~V1~~-7292033603171542940~~55I0Rz6xMCFxQUfpI51fYxOTXPErySu6LMBJwRd9IxP!
qyqBDD6A20NFt1ukOTCFTq8EPPgT3uXcQ5P8nRMHi-MmL4ypqlgbuSdlimSM-
Zc1Cy1w27142kfCuvlinAz20JLft7yMcWATKDnWKBSMd_k520z3njffknJSmgNBa64ulLX4M2 4k
KDVYXSL606yFQ%$22%2C%22tipt%22%3A%22SP%22%2C%22tit%22%3A%22text%22%2C%2
7D%5D

POP : 193.255.140.16:110 -> USER: senols PASS: 19794
— —

Fig. 11. Mail account user name and password of
victim computer with IP number 10.40.50.56
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5. Conclusion

Man In The Middle (MITM) Attacks done
with ARP spoofing are realized in Layer 2 (Data
Link) in the OSI Model, so the attacker command
all the traffic after he succeeded.

Although this type of attack is a well known
type of attack on network security, it isn't prioritized
for taking protection precaution. In this article, Man
In The Middle Attack has been done via arp
spoofing on our network with Ettercap software
which is installed on Kali Linux and as a result ftp,
pop3 usernames and passwords of unencrypted
applications are captured. The precautions that can
be taken against this attack are as follows [4]:

* Physical Security: Since attacks such as sniffing
and spoofing are directed to systems in the same
network, security must be provided physically first.
Access and intervene to the network by
unauthorized persons will override the security from
the beginning.

* Subnetting: Splitting the network into small
VLANSs and abstracting the authorized users from
the external environment will reduce the attack
space of the arp poisoning attack.

* TTL (Time To Live) values of packets: By
comparing the TTL values of the incoming packets
with the values of the old packets, you can see
whether the packets are coming from the real source
or from a spoofed source.

* Encryption: If the traffic flowing on the network is
encrypted, it will not work because the packets can
not be read even if they are captured.

» Static ARP Inputs: This attack is prevented
because filling the ARP table statically will put the
need away for ARP announcements, but the
applicability is low for large networks.

* Observe the system using softwares such as ARP
Wathcher, ARP Guard in the internal network. For
example, using open source tools such as ArpON
and Arpalert, the ARP protocol can be reliably
operated.
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SECURITY PATTERNS FOR MICROSERVICES
LOCATED ON DIFFERENT VENDORS

TIHOMIR TENEV, DIMITAR BIROV

Abstract: The security holds a significant part of designing a cloud application, since it
operates, in many cases, with sensitive information. There is an agile architecture style,
which is mainly used in constructing a distributed application with advantage of
independent partition scalability - Microservice architecture style. For mitigating security
threats as disclosing or tampering of sensitive information, and not only, we suggest using
Security patterns. In that paper, we estimate the issues that stands while designing a secure
application, where the microservices are located in different Platform as a Service vendors.
The first contribution is in making a vulnerable analysis and discovering the threats in this
regard by using STRIDE. The second contribution is in providing recommendations of the
proposed security patterns. That approach facilitates developers in better finding of the
appropriate security pattern depend on their scenario.

Key words: Software architecture, Microservices, Security Patterns, Vulnerable analysis

1. Introduction

The security is one of the main concern in
designing distributed application, since it operates,
in many cases, with sensitive information. Working
toward mitigating of the security gaps, at earlier
phase of application constructing, prevents
sequential problems. There is an agile architecture
style [1], which can be used for building a cloud
application with advantage of independent partition
scalability - Microservice architecture style [2].

Cloud system is functional part of
distributed system [3] and has ability to grow with
contemporary activities, which rapidly increases its
complexity. The National Institute of Standards and
Technology (NIST) [4] categorizes cloud context in
meaning of three service models: Software as a
Service (SaaS), Platform as a Service (PaaS) and
Infrastructure as a Service (IaaS). The significant
model, that we consider here, is Platform as a
Service. It provides platform for deploying
customer application, and exclude supporting of any
hardware assets. In our case example, a
Microservice based application is split and located
on two PaaS vendors (Fig. 1).

Microservice architecture style is a new
trend for an agile and decoupled partitioning of
business logic [5], where each part is adapted to a
bounded context. Those constraints lead to splitting
an application into small services (microservices)
accessible with lightweight mechanism. One
approach for enhancing the security with
microservices is by using Security patterns [6].

The roots of Security patterns are Design
patterns [7]. Both types describe a solution for a
problem, which occurs frequently in a certain case.
Furthermore, each pattern should consider certain
software constraints to implement the resolution
accordingly. Taking into account the advantages of
using Design patterns, we trust Security pattern
approach for giving a resolution for a specific
domain, as is security for microservices.

PaaS Vendor 2

\:/

Micro-

PaaS Vendor 1

@
—

NN

API-Gatewa:

Fig. 1. Cloud ecosystem with two PaaS vendors

The problem that we consider here is how
to enhance the security within a microservice based
cloud application, if the same is split and spread on
two PaaS vendors. One of the advantages of using
cloud based application is the possibility of splitting
the application and distributing on different PaaS
vendors as Amazon AWS [8], Microsoft Azure [9],
Google App Engine [10] etc. In such a case, the
lightweight communication among the parties
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happens either directly with REST [11] or by using
API Gateway [12] as mediator.

In that paper, we contribute with vulnerable
analysis and recommendation of using security
patterns. We make the vulnerable analysis by using
threat modelling approach named STRIDE [13].
Here STRIDE stands for Spoofing, Tampering,
Repudiation, Information Disclosure, Denial of
Service and Elevation of Privilege. Considering this,
we were able to connect each of the security
patterns to at least one STRIDE category and then
to shape the recommendations. That methodology
increases the comprehensibility and make our
recommendations about the area of using security
patterns more trustworthy.

The paper is structured as follows: Section
2 explains what each of the STRIDE categories
means and provide vulnerable analysis in regard to
distributing microservices on different PaaS
vendors. Section 4 shows a set of security patterns
and gives recommendation for each of them.
Section 5 shows other papers in that matter. Section
6 derives conclusion and place the next steps for
future work.

2. Vulnerable Analysis

The possibility of spreading microservices
on different PaaS vendors makes microservice
architecture style one of the most preferable
approaches in nowadays. However, this benefit
raises a concern in design perspective — how to
enhance the security. In our paper we made a
vulnerable analysis to shatter the distributing
concept into subdivisions. Such an approach gives
more clarity about the points that a certain security
pattern protects.

For making the vulnerable analysis we
decided to use threat model approach entitled
STRIDE [13]. Here STRIDE stands for Spoofing,
Tampering, Repudiation, Information Disclosure,
Denial of Service and Elevation of Privilege. Each
of those categories is explained toward distributing
microservices on different PaaS vendors for
identifying the types of attacks that a microservice
may encounter:

Spoofing is a type of fraud where a violator
tries to gain access to a microservice system or

example, when a certain user waits for a
microservice to trigger some event, and the event is
triggered by an unauthorized user, usually this leads
to irrelevant proceeding.

Tampering means making illegal changes of
a data flow when a user should not. In many cases,
tampering leads to adjusting the content of a file,
memory unit or data, transferred over network. In
some cases, the microservice data perhaps is
persisted in a filesystem and keeping the integrity is
a must.

Repudiation is in meaning of rejecting to
accept something. An example is when a user did
something, but claims he didn't touch it. This in
many cases lead to less responsibilities. Such threat
can be caught with logging of each activity per-
formed by a user and/or a microservice.

Information Disclosure is in situation when
an unauthorized user/microservice can operate with
an information, which is forbidden for disclosing.
The data source perhaps come from a running
process, filesystem or data flow. The best way to
mitigate that risk is to enhance the confidentiality.

Denial of Service mostly stands for
exhausting of a hardware asset - memory, CPU,
data store etc. Example is filling up the network
bandwidth, which inflict high degree of response
time among microservices. That category requires
improving the microservice availability.

Elevation of Privilege observes cases,
where a user has the possibility to do something
without required access rights. For example, only
administrators should operate with major services
within an Operating System. Looking for
authorization methods will mitigate those threats.

3. Security Recommendations

Standing by the principles of those three
things — distributing microservices to different PaaS
vendors, the needs of security enhancement and
making a vulnerable analysis; we prepared a list of
security  patterns (Table 1) along with
recommendations that can assist developers in
building a secure application based on microservice
architecture style.

Table 1. Security Patterns for microservices

information by pretending to be the user. For deployed on different vendors
Patterns Spoofing Tampering | Repudiation Igf:zr::t;:: Dse:rl;lczf El;ﬁll(;z:f

3rd Party Communication X X

AGENCY GUARD X X

AGENT AUTHENTICATOR X

Application Firewall X X

Cloud Access Security Broker X X

Integration Reverse Proxy X

Known Partners X X X
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Each security pattern has its own structure.
In many cases, it consists of several sections -
Intent, Context, Problem, Solution, Structure,
Implementation, Consequences and Known uses.
However, we decided to emphasize on two of them
— Context and Solution. They helped us to shape the
recommendations. The Context describes the nature
of a situation, which includes domain assumption
and expectation of a system environment. The
Solution guide us how to solve a problem by
providing a decision.

In next several paragraphs we provide
recommendations for each pattern from Table 1:

3rd Party Communication [14] gives several
requirements in the process of negotiation of a
business relationship between PaaS vendors. It has
as a main intention to restrict all the information
they persist and convey. Following all the
requirements will prevent further data Tampering
and/or Information Disclosure.

AGENCY GUARD [15] gives more clarity
about implementing a guard mediator for accessing
microservices. Direct access to a microservice is
forbidden due to the risk of misuse. Therefore,
redirecting all the traffic to pass through the API
Gateway prevents Tampering and Information
Disclosure.

AGENT AUTHENTICATOR [15] provides
solution on how to secure the calls between two
vendors by using authenticator for access granting
and session keeping. The pattern can be enforced in
API Gateway to prevent Spoofing.

Application Firewall [16] [17] encourage
developers to use application firewall, based on
specific policies, for filtering incoming requests.
There is a case where a malicious user tries to gain
access from Vendor 1 to Vendor 2. Applied in API
Gateway it works against Spoofing and Denial of
Service.

Cloud Access Security Broker [18] provides
complete solution and can be used as third-party
application for conveying authenticated users
among microservices deployed on different places.
It works towards Spoofing and Elevation of
Privilege.

Integration Reverse Proxy [6] advises
developers to store and frequently update all the
metadata about each distributed software
component in one data source. In that context, a
microservice metadata, as addresses, access method
etc., should be persist in one place, because
sometimes a vendor may adjust its network
configuration and this perhaps lead to microservice
unavailability. The patter works against Daniel of
Service.

Known Partners [6] advises developers to
seek for vendors, which are in sufficient
relationship. At least they are negotiated already
and authenticate themselves in a secure manner.
This pattern helps in preventing Spoofing,
Information Disclosure and Elevation of Privilege.

4. Related Works

In [19], Roman Malisetti reviews a secure
method, which relies on REST communication. The
patterns he enforces are: Transport level security
(TLS/SSL), which provides secure peer-to-peer
authentication; OAuth, which enables consumers to
access services through UI API, without using
service credentials; Token-based authentication,
which can be applied with OAuth together and can
be used for exposing services over REST or SOAP.
Here we enrich our list with more security patterns
for different aspects.

Similar as [19], Anivella Sudhakar [20]
represents techniques for REST securing. He
describes differences between securing of REST
and HTTP. Such mechanisms are: HTTP
Authentication Schemes, which consist of Basic
Authentication Scheme and Digest Authentication
Scheme; Token-Based Authentication, which
supports in authenticating of REST services;
Transport Layer Security (TLS) and Secure Socket
Layer (SSL); OAuth and OpenlD.

Hafiz et al [21] show similar method,
however, their categorization present an approach,
which follows “one pattern per one STRIDE point”.
Here is not the same, because a pattern may
participate in more than one STRIDE point.

The focus at [14] is mainly against securing
of web applications. They distinguish security
patterns in two directions: procedural and structural.
Structural patterns can be applied in already
completed product, while procedures are aimed in
phase of planning and writing software. Many of
listed patterns don’t match our paper. However,
“Application Firewall” is borrowed to enrich our
classification.

Fern et al [22] consider only three security
patterns:  Authorization, Role-Based  Access
Control, and Multilevel Security. They argue that
these are the only three basic patterns that can be
applied at each level of entire system. However,
there are many scenarios, which require specific
patterns. For instance, Known Partners [6] advises
developers to seek for vendors, which are in
sufficient relationship.

5. Conclusion

Our paper aims to show how security
patterns can assist in designing a secure cloud
application based on Microservice architecture
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style. In particular we consider the possibility of
spreading microservices on different PaaS vendors.
In that context, we did a vulnerable analysis for
estimating the threaten points, which need taking
into account. The approach that we followed is
based on the STRIDE. It guides us to shatter the
subject into six categories - Spoofing, Tampering,
Repudiation, Information Disclosure, Denial of
Service and Elevation of Privilege. After we
complete with the estimation, we start looking for
the most applicable security patterns. Initially, the
patterns provide rather common solutions and hence
we prepared recommendations for each of them.
The benefit here is that the reader can recognize and
use them toward designing a secure application.

Further work is considered in researching of
other security patterns, which match the rest aspects
of an application align with Microservice
architecture style — the data that a microservice
persist, the accounts and identity etc. After covering
the aspects, the follow step is to adopt a running
case example to illustrate and discuss the patterns in
more detail.
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RSA ENCRYPTION ALGORITHMAND
CRYPTANALYSIS OF RSA

TARIK YERLIKAYA, CANAN ASLANYUREK

Abstract: With the development of technology the amount of information roaming through
network is increasing in a daily basis, and this brings about the issues of information
security. In this study, encryption algorithms that are used for the transmission of secure
data were classified and RSA cryptosystem that one of the public key cryptography
algorithms used of information security and digital signature was investigated. First, it
announced the features of asymmetric and symmetric encryption algorithms. The structure
and features of RSA cryptosystem algorithm was announced. Focused on cryptanalysis and

performance of RSA cryptosystem.

Key words: RSA, Encryption Algorithms, Cryptanalysis

1. Introduction

The privacy of information of great
importance has been known since ancient
times. For this reason, there are many methods
developed for the confidentiality of
information. For this reason, there are many
methods developed for the confidentiality of
information. Previously these methods the
displacement of the characters of the text, and
of the deterioration of the shape of the text was
performed. By the developing technology,
with computers has evolved into methods.

Cryptology, cryptography (encryption) and
cryptanalysis (decoding) is divided into two.
Cryptography, works to protect the security of
communication [1]. Cryptanalysis is a set of
methods involving analysis of cryptosystems.

Cryptography, symmetric and asymmetric
cryptography are divided into two groups. 20.
Century, widely wused in  symmetric
cryptography is used a single key called a
secret key for encryption and decryption
operations [2]. Those who use this method
should make a secure channel to share the key.

Public-key  cryptosystem,  asymmetric
cryptography, called public and private key,

two different keys is used. While in the
encryption process public key and the private
key is used in the decryption process. The
person who learns the public key cannot open
the encrypted text. Because it is difficult to
obtain the private key from the public key. The
RSA algorithm was publicly described in 1977
by Ron Rivest, Adi Shamir and Leonard
Adleman at MIT. In cryptography, RSA is an

algorithm for public key cryptography
[1,2,4,10].
This study will examine encryption

algorithms. It will focus on the widely used
RSA encryption algorithm. Performance and
cryptanalysis of RSA cryptosystem will be
examined

2. Encryption Algorithms
Encryption techniques are
classified in two groups [4,5]:
e Symmetric Encryption Algorithms
e Asymmetric Encryption Algorithms

generally

Symmetric encryption algorithms are
algorithms for cryptography that use the same
secret key for both encryptions of plaintext
and decryption of cipher text. This key is
known by the sender and receiver. Symmetric
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encryption algorithm runs faster than
asymmetric encryption algorithms. However,
symmetric ~ encryption  algorithms  are
powerless against attacks than asymmetric
encryption algorithms. The sender encrypts
plaintext and sends it to the recipient. The
receiver converts the text that is encrypted
with a secret key to plaintext. For this reason,
key is shared between the sender and receiver.
This is one disadvantage of symmetrical
encryption algorithms. Because, if the
encryption key is known the obtaining of
information is very simple. Examples of
common symmetric algorithms include AES,
DES, 3DES, Blowfish, IDEA and RC4[4,6].

There is no problem of secret key asymmetric
encryption algorithms. Asymmetric encryption
systems are used different keys for encryption
and decryption operations. These keys are
called a public key and private key. These
keys are generated together. The person with
any of these keys cannot produce the other key
this is impossible. Therefore, asymmetric
encryption is more secure than symmetric

encryption. Performance of asymmetric
algorithms is significantly lower than
symmetric  algorithms. In  asymmetric

algorithms both sender and recipient has pair
of keys. The private key of person belongs to
him. The private key mustn't be known by
anyone else. The public key of person is used
by anyone who wants to send a message to this
person. The sender encrypts the message with
the public key of the recipient. The recipient
opens the message with private key of own.

3. RSA Encryption

RSA encryption system is best known
of asymmetric encryption algorithms [7]. RSA
is made of the initial letters of the surnames of
Ron Rivest, Adi Shamir, and Leonard
Adleman, who first publicly described the
algorithm in 1977[3,8]. This encryption has
been developed on the basis of a simple
mathematical account. Then it is developed
compatible with asymmetric encryption
algorithms. Both message encryption and
digital signature process is used safely [9,11].
RSA encryption algorithm used public and
private keys are generated by the receiver. The
public key is open to everyone. The sender
encrypts the message with this public key and
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sends it. The receiver opens the message with
the secret key and obtains the original
message. The RSA algorithm involves four
steps: key generation, key distribution,
encryption and decryption. The following key
generation,  encryption and  decryption
processes are given.

4. Key generation algorithm

1. Generate a pair of large, random primes p
and q.

2. Compute the modulus N as N = p.q and

o) = (p-1).(q-1)

3. Choose an integere,1 < e < ®(N), such
that ged(e, B(N)) = 1.

4. Compute the secret exponentd, 1 < d < B(N),
such that ed = 1 (mod ®(N))

5. Output (N, e) as the public key and (N, d) as
the private key.

N is known as the modulus
e is known as the public exponent
d is known as the secret exponent

5. Encryption

1. The sender generates the public key of
recipient. (N,e)

2. Represents the plaintext message as a
positive integer m, 1 <M <N

3. Computes the cipher text C = M* mod N

4. Sends the cipher text c to recipient.

6. Decryption

Recipient does the following:
MP™M =1 mod N

e.d =1 mod B(N)

e.d=k. B(N)+1

cd = Me=d = pqEoN+1 = (el

=M mod N

Cryptanalysis of RSA  Encryption
Algorithm cryptanalysis is related to the
breaking of the password. Cryptanalysis is a
process of  finding  weaknesses in
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cryptographic algorithms and using these
weaknesses to decipher the cipher text without
knowing the secret key. Cryptanalysis is an
important tool in assessing the reliability of
encryption algorithms. The RSA algorithm
encryption method widely used because it is
attacked a lot. Cryptanalytic attacks on RSA
algorithm either aim at exploiting the
mathematical vulnerabilities of RSA. RSA
encryption algorithm uses a very large prime
numbers. So it is difficult to solve. These are
Factorization Attack, Timing & Brute-Force
Attacks, Implementation Attacks,
Mathematical Brute-Force  Attack. This
algorithm breaks can be explained in several
different ways. But the most damaging attack
is a cryptanalyst find the secret key from the
public key. The one who carried out these
attacks, all encrypted messages can be read.
There is an easy way to do it in the RSA
encryption algorithm. This way, the primes
factorization of N separation or calculating p
and q. D can be calculated using p,q and e.
This decryption process is in the most difficult
thing in the primes factorization of N
separation. To make more secure of the RSA
algorithm is used a very large number N.

7. Conclusion

With the development of technology
the amount of information roaming through
network is increasing in a daily basis, and this
brings about the issues of information security.
The transmission of information to the desired
address must be performed safely. Encryption
/ decryption (encryption-decryption) is used to
ensure the security of data in computer
networks. In information security, digital
signature widely is used RSA one of the public
key encryption. RSA crypto system used in
large numbers to provide the security. If the
number N is large, the factorization process
takes longer. This also reduces the operating
speed of the algorithm.

In this study, RSA encryption
algorithm is one of the most important
asymmetric  encryption algorithms  was
announced. The cryptanalysis of RSA
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algorithm are examined. Consequently, there
is one important RSA encryption algorithms
used today. Importance is increasing day by
day. Large prime numbers are used to make
this algorithm more secure. Reduces the
efficiency of this algorithm. In order to
increase the efficiency of this algorithm,
scientists continue to work.
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Abstract: In this paper a different cryptographic method is introduced by using
Power series transform. A new algorithm for cryptography is produced. The
extended Laplace transform of the exponential function is used to encode an explicit
text. The key is generated by applying the modular arithmetic rules to the
coefficients obtained in the transformation. Here, ASCII codes used to hide the
mathematically generated keys strengthen the encryption. Text steganography is
used to make it difficult to break the password. The made encryption is reinforced by
audio steganography. To hide the presence of the cipher text, it is embedded in
another open text with a stenographic method. Later, this text is buried in an audio
file. For decryption it is seen that the inverse of the Power series transform can be
used for decryption easily. Experimental results are obtained by making a
simulation of the proposed method. As a result, embedded text is increased security
by hiding inside an audio file.
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1. Introduction

The confidential communication, with the
technological progress 1t has varied in terms of
form and methods have maintained continuous its
importance. To be very important of privacy in
applications; protected information before hand of
third parties were aimed to sending related
destination and studies in this direction were made
[2,3,5,6]. Network security problem has become
very important in recent years. E-banking, e-
commerce, e-government, e-mail, SMS services,
security of ATMs, and the existence of financial
information has become indispensable in our lives.
Protecting the information that is processed and
transferred in these environments or to ensure
safety is of great importance. There are many
threats such as unauthorized access, damage, etc.
while data communication is being performed in
the digital environment. In order to eliminate these
threats many encryption techniques are developed
[5-7, 9]. Cryptography is the all of mathematical
technical studies related to information security.
Cryptology is a cipher science and ensures security
of information.

The main goal of cryptography is to allow
communication of two people through non-secure
channels. Encryption is the process of blocking
information to make it unreadable without special
knowledge. These operations are expressed using
an algorithm. In general this is called the symmetric
algorithms. For encryption and decryption must be

used the same secret key in the symmetric
algorithms [2]. The converse is also true. The
security of these algorithms is related with the
secret key [5]. The original information is known as
plain text and cryptic text is encrypted format of
this text. Encrypted text message contains all of the
information in plain text message but it is not a
readable format by a human or a computer without
a suitable mechanism to decryption. The cipher is
often expressed with parameters called key which is
as part of the external information. Decryption is
almost impossible without an appropriate key.
Advanced Encryption Standard (AES) method is
the most used. Encryption converts data into an
incomprehensible format and makes difficult to
access the actual data, however, cannot ensure the
confidentiality of communications. Steganography
as word meaning means hidden text or covered text.
The objective of the Steganography is hide the
presence of a message and is create a channel to the
implicit [8]. It is art of storing information which
cannot be detected the presence [9]. The aim of this
study; the steganography and cryptography are used
together to increase the security for confidential
data. Power series are used for cryptography. Later
this process is supported by an 8-bit ASCII code
and is held in high security applications for
confidential data combined with steganography. In
the second section of the study; definitions and
some standard results are given for the proposed
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method respectively. In the third section, flow
diagrams are given together with recommended
method and practice. In the fourth section, the
evaluations of the results from the study are
situated.

1.1. Our Contribution

We wrote a Power series transformation algorithm
which can be used in the encryption methods
existed in the literature. Next, we buried a hidden
text into any audio by cryptology and
steganography. We suggested a hybrid method for
crypto machines.

In this article, a new information security model
based on the Taylor series for steganography is
proposed. The proposed model is used for both
cryptography and steganography. The

2. Preliminaries
Definition 2.1.

Let f (t) be defined for t>0. We say f is of
exponential order if there exist numbers o, M>0 so
that

I[f ()] < Me*t (2.1
If f (t) is exponential function, then we have f (t)
=00 for t—oo [1].

Definition 2.2.

Let f (t) be given for t>0 and assume the
function satisfy the property of o exponential order
and t, s €R. The Laplace transform of f (?) is
defined by [1]

F(s) = [ e™t f(D)dt (2.2)
Let’s define a new transformation function by

expanding the Laplace transformation using
Definitions 1 and 2.

Definition 2.3.
Transformation of f (t) for every t>0 is defined
as:

w1 =t
F() =TIf®] = [} e f@©de.  (2.3)
(Extended Power Series Transformation) We
present f (t) =T' [F (h)] to define the inverse
transformation of f (t). Obtained extended power
series transformation has the following standard

results [3]
=T {s"1+1}

n! t"

gn+1

1.T7{t"} =

n!
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characterization of the proposed model is given as
follows.

e A new method, in which steganography
and cryptography are used together, is
proposed.

e The proposed steganography method is a
media independent steganography method.
This method is used for both in audio
steganography and text steganography.

e A Taylor series based coding method is
defined mathematically and practically.

e The method
simulation results are shown
experimental results clearly.

the
the

is simulated and

in

n sty _ nLhA® 1 h™ _
2.T{t"e%'} = aosmt > T {7(1—sh)”+1} =
tn.est
o (t=0) (2.4)

Definition 2.4.

In order to keep the text information in the
computer memory computer system assigns a
numerical value to each letter or symbol. This
process depends on the encoding system. By
setting the numerical value of symbols, in order to
represent non-numeric or alphabetic type of
information on the computer the most commonly
used as the coding system is used in ASCII coding
system.

Definition 2.5.

The process of fitting a data or message
into another object is called steganography. The
goal is to conceal the existence of the message [6].

3. The Proposed Method

Combining cryptography and steganography
methods, the application stages that increase the
data security and privacy of this proposed hybrid
model are as follows.

3.1. Encryption

In this method, a new encryption method based on
the Taylor series is proposed. The steps of the
proposed method are as follows.

Step 1: The Taylor series is expanded with et. Then
this value is multiplied by t3 to generalize the
mathematical relation to be used in the encryption
algorithm.

Step 2: The number values corresponding to the
letters in the alphabet are applied to the text to be
encrypted.



Step 3: The numbers found are replaced in the
generalized encryption algorithm.

Step 4: The Power series transform is applied to the
function obtained from here.

Step 5: The obtained coefficients are found mod 28
values.

Step 6: Instead of these numbers, the encryption
keys are found by taking the quotients in the mode
operation.

Step 7: The text is encrypted by writing the letters
corresponding to these keys.

Step 8: Encrypted text is converted to ASCII code
and the corresponding numbers are found. Then
these numbers are converted into a binary system.
Step 9: These numbers are hidden into any text by a
method that the user will specify.

Step 10: Create Stego Object and sender sends this
embedded audio file.

Example

Assume that we want to send the message
“FIRAT”. Firstly we consider extended Taylor
series with e*:

flx) = f(a)+f’1(;1)(x—a)+f,;(!a)(x—a)2+
...+%(x_a)"+...
=32, "9 - 3.1

n!

Then, if we expand:
bty B 8, _yo
e = 1+1!+2!+3!+ _Z”:(’n!
(3.2)
With €, then we get:

t3 t t3 l’4 t5 t6 _ o tn+3 3 3
e = +_ET +_ET_+ ET + - = §:"=O-_;T_ ( . )

Therefore, we obtain:
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(3
() = Bo Kn
3.4)
If we enumerate letters of the alphabet from scratch
"FIRAT” plain text is equal 6,9,19,0,22. If we write
Ko=6, Ki=9, K>=19, K5=0, K+=22 in to (3.4), we get

© tn+3
FO = K
n=0

=Y Ny Ay AN A A
(3.5)
If we apply extended power series transformation to
both sides of (3.5), we get

TFOIR) = TLY Ky

n=0

tn+3
]

()

n!

TR E+ K+ K, S+ kS + K,
[oa"' 1 PR H R+ 4;]()

Pt
= 1 K3 1 h* |h_ |h_6
= 6.3'h>+9.4!h* + 19.5! o0 + 0.6! 30
W ! !

+22'7!E

n+3
oo Kn(n + 3)1°— 36h% + 216h* +

S o n?
1140; + 05 + 4620 o (3.6)
The provisions of 36,216,1140,0,4620 in the modes
(28) are (K,) 8,20,20,0,0. If we write quotient in
mode operation instead of these numbers, we obtain
the key (K,) 1, 7,40,0,165. "FIRAT” plain text
converts "HSSAA” by (3.3).
If we convert “HSSAA” encrypted text to 8-bit
characters in the ASCII code we obtain 72,
83,83,65,65. If these codes are written in binary
system we get the
keys(1001000),,(1010001),, (1010001),,
(1000001),, (1000001),. ASCII 8 bit keys are
in the text as follows: A provision giving the
binary number system in the space between each
word of the text namely if the number between two
words 1 then we get (1), and we define 2 with

(0).

Table 1. Embedded Text

Glintimiizde gelisen teknoloji ile birlikte gizli
tutulmasi1 gereken verilerin disaridan ulasilmasi ve
baz1 sistemler yardimiyla, bilginin kaynagindan
bagka bir yere aktarilmasi veya bilginin
degistirilmesi bilginin sahipleri i¢in ¢ok ciddi
sorunlar olusturmaktadir. Bilginin gizli kalmamasi
bireyleri, toplumlari ve devletleri ¢ok kotii
sekillerde etkileyecegi igin bu konu dnemli ve
tehlikeli bir tehdit olusturmaktadir

Today, with the development of technology, accessing
the data that need to be kept secret from outside and
transferring the information from other sources
through the help of some systems or changing the
information constitute very serious problems for the
owners of the information. This is an important and
dangerous threat because the inability of information
to be kept secret will affect individuals, societies and
states in very bad ways.
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Sender also send this text clearly with (1, Step 3: He obtains the numbers corresponding to
7,40, 0,165) secret key. the letters.
Hence theorem can be following Step 4: These numbers and the secret key are
written in place of the inverse power series.
Theorem 3.1. Step 5: The letters corresponding to the coefficients
The given plain text in terms of (K},) , under obtained here are written.

n+3
Laplace transform of K, tT (h), can be converted

Step 6: The first clear text is obtained.

to cipher text,

/ Example
(Ky) = (K,) — 28q, (n=0,1,2...)

The recipient receives a text message and by

(.7) reading the spaces between words with software
Where ake’y that will get the data buried create the necessary
Gn = % (n=0,1,2...) numerical equivalents. If these numbers are divided
(3.8) into 8-bits groups then ASCII provision of the data
3.2. Decryption buried has been obtaiped. We can see the hidden
Steps of the proposed decryption method are given data buried “HSSAA” in the Table 2.
below.
Step 1: The receiver opens embedded audio file and
writes hidden ASCII codes into the text.
Step 2: He finds the letters corresponding to these Table 2. Embedded text and solution

codes.

Giliniimiizde gelisen teknoloji ile birlikte gizli tutulmasi gereken verilerin disaridan ulasilmasi ve bazi
sistemler yardimiyla, bilginin kaynagindan baska bir yere aktarilmasi veya bilginin degistirilmesi bilginin
sahipleri icin ¢cok ciddi sorunlar olusturmaktadir. Bilginin gizli kalmamasi bireyleri, toplumlari ve devletleri
cok kotii sekillerde etkileyecegi i¢in bu konu 6nemli ve tehlikeli bir tehdit olusturmaktadir

Text Bits 100 101 101 100 100
1000 0001 0001 0001 0001
Secret Data 72 83 83 65 65
Sifreli Message H S S A A
1 [woo pn+3
T[S K +3)1 | =
If we write H,S,S,A,A—8,20,20,0,0 and secret key T76.3'h® + 9.4! h* + 19.5! ’;—T + 0.6! ’;—T +
values (1,7,40,0,165) into w7 : :

_ Kn_Kr,l 227'1 ]

- T s n+3 5 6
g6=§%x1+8 S0 Kn = 6.8+ 9.t + 1.5+ 0.5+
216 = 28x7 + 20 29 &

1140 = 28x40 + 20 ‘“
0=28x0+4+0

If we convert the K, coefficients we will get the
first plain text 6,9,19,0,22—F,[L R,A,T.
Hence theorem can be following

4620 = 28x165 + 0 are obtained.
If we apply these values 36,216,1140,0,4620 to

the
Z K,(n +3)! RS Theorem 3.2.
" " onl The given cipher text in terms of (K,,), with a given
then, we get =0 key qn, can be converted top lain text (K,) under

the inverse Laplace transform of
n+3
Yoo Ky(n +3)1 %= = 36h° + 216h* +
ns n6 " n?
1140 —+ 0—+ 4620 —
2! 3! 4!

tn+3

_ - PRIEE -
T B0 Kn(n + 3 —|=5 o K -

5 6 7
= 6.31h% + 9.4 h* + 19512 + 0.61 L + 22712 Where ,
21 4! K, =28q, + K, (n=0,1,2...).

3!
(3.7

If we apply inverse Extended Power Series

Transformation to both sides of the (3.7), then we

get

Operations performed in this section are shown in
Figure 1 and Figure 2.
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Fig. 1. Flow Diagram of Encryption System

Stego object
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Encryption
Key
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Fig. 2. Flow Diagram of Decryption System

4. Experimental Results

In this article, recommended the method for both
text and image media is applied. A simulation
program is carried out to obtain experimental
results.  Text  steganography and  image
steganography results are obtained in the performed

simulation. Simulation of text steganography
windows Fig. 3 and 4 are shown. Fig. 3 shows
encryption method and data embedding window
and Fig.4 shows the data extraction and decryption
window, respectively.
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a! sifreleme - O

gt

s Agk Metin [FIRAT |

Say Daniigimd [6919022 |

T e Agorima [36216 11400 4620 |

Word dosyas olugtur Mod | 8202000 |

S Sifreli Metin [H55AA |

= [7283838565 |

Binary |DD1DD1DDDDD‘ID‘ID|]11DD1D1DD11DD1DDDDD1DD1DDDDD1 |

Gémilecek Metin |”,3|jr1|:|m£|zde geligen teknoloji ile bidikte gizli tutulmas gereken verilern disandan |.|I.|

Gamdll Metin |G|3r||:|m|:|zde gelisen teknolojiile birdikte gizli tutulmasi gereken verilerin d|§andf|

Anahtar [17400165 |

R Alcinin e-mail | |
Gonder

Fig. 3. Encryption window of the simulation

ol SAs Dendsama — | =

Gomala Metini Giriniz |G|jr1|jm|jzde geligen teknolgji ile bidikte gizli tutulmas gersken 'u‘erilEl

Ascii Binary [001001000001010011001010011001000001001000001 |
Ascii |72 83836565 |
Sifreli Metin [HSS5AA |
Mod 8202000 |
Anahtan Giriniz [17400165 |
Saw Déndsimi [69 18022 |
Sifremiz [FIRAT |
Sifreyi Céz Tiim wverileri sil

Fig. 4. Decryption window of the simulation

In this part of the simulation, audios are used as data hiding media. Original audio window is shown in Fig. 5.
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Fig. 5. Original window for audio.

08

|
I
|\| ‘
0 2 4

Data encryption and embedding window is shown in Fig. 6
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Fig. 7. Matlab window for audio.

5. Conclusion and Recommendations

The proposed algorithm is created by using the power
series transformation. Keys generated using this
algorithm is applied to the method known as substitution
method in the literature. In our practice, the keys
obtained by the proposed method that emerged as an end
result of digitization are used. A hybrid model is
developed by using steganography to provide high
security and explained in detail. The user can hide this
massage which is obtained by taking the coefficient g,
instead of the coefficient (K,) and also presence of this
message is hidden with ASCII code. Then, using another
password, an encrypted text can be hidden into a text by
the proposed method. Then the encrypted text is
embedded in an audio file. In this way the security level
of the data can be increased. As a result, Embedded text
is increased security by hiding inside an audio file.
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MANAGED ACTIVE DIRECTORY IN
DIRECTORY-AS-A-SERVICE

VENETA ALEKSIEVA, SVETOSLAV SLAVOV

Abstract: Active Directory (AD) is the one of the last categories to make the transition to
the cloud. AD as SaaS will give solution to the IT administrators can take advantage of the
synchronized directories between on-premises to the cloud, and by doing that the same
identity will be used on both environments. In this paper is proposed an web-based
management system for AD, which provided a seamless and simple experience to the IT
administrators and synchronize directories between on-premises to the cloud, and by doing
that the same identity is used on both environments.

Key words: Active Directory, Directory as a Service, SaaS

1. Introduction

Nowadays with the advent of SaaS and
managed services, a number of IT management tool
categories are making the leap to be delivered as
outsourced services. Active Directory (AD), which
is a Windows OS directory service since 1999, is
the fundament on which network security is built.
However, not only have IT resources dramatically
changed in the last two decades since the beginning
of AD, but IT administrators don’t want to have to
deal with the costs and time it takes to manage
Active Directory hardware. With all of the benefits
of moving to the cloud, including lower upfront
costs and maintenance, AD is the one of the last
categories to make the transition to the cloud. The
Directory-as-a-Service allows IT administrators to
create a secure and centralized environment that
offers users access to all of their IT resources [1,2].

In the cloud era, any organization can have
zillions of applications available to end users, so
having usernames and passwords for every single
application like we used to have in the past is just
not practical anymore. AD as SaaS will give
solution to the IT administrators with one set of
credentials to authenticate to systems (Mac, Linux
and Windows), legacy and web-based applications,
on-prem and virtual files, and wired and wireless
networks. Furthermore, IT administrators don’t
have to worry about upkeep, maintenance, or the
complex management that often comes with an on-
prem identity management solution. Moreover, an
organization can take advantage of the synchronized
directories between on-premises to the cloud, and
by doing that the same identity will be used on both

environments, providing a seamless and simple
experience to the end users.

A comprehensive web based directory
service platform is highly sought after in modern IT
organizations. This approach present only web-
based system for management of ADs.

2. AD and Directory-as-a-Service

Active Directory worked as an organization
would have AD located on-prem, and an internal IT
team was responsible for managing the identity
provider. AD worked on a direct connect model, so
any IT resources needed to be close to the AD
server. If hosting AD at a third party location will
require the VPNs and will increase networking and

security work.
m
Directories
Y
Y N

Access to Apps Management
and IT and Access to
Resources workstations

Fig. 1. Directory-as-a-Service
Directory-as-a-Service  (fig.1) simplifies
task execution on devices including globally
updating policy settings, modifying registry
settings, applying patches, and changing system
configurations. It ensures consistency across
company  environment, by allowing IT
administrators to group like objects and apply the
same policies and configurations across them.
Requests to authenticate users are sent to the Cloud
via LDAP protocol. The Cloud agent can also be
deployed on the Windows, Mac, and Linux devices
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for task and policy management, survivability, and
security auditing.

Transition of AD to Directory-as-a-Service
need the services to be treated as abstract objects,
decomposed set of more basic components or
service objects. The creation of new services and
new service instances is simplified, and will allow
the IT administrator to validate and analyze the
performance of these higher-level services in a
fashion that parallels the construction of those
services and service instances.

Together, these basic AD services and
support functions can be orchestrated to produce
more sophisticated service constructs that can be
easily replicated and customized, reserved,
activated, and then operationally monitored and
verified throughout the lifecycle of the entire AD
service.

3. Related works

Since twenty years the EU project
GEANT[3] operates the pan-European GEANT
network (more than 73 national networks-NRENSs),
delivering advanced multi-domain services and
facilitates  joint-research activity that drives
innovation and providing the best possible
infrastructure to ensure that Europe remains in the
forefront of research. Software Defined Networking
(SDN) and technologies such as Network Function
Virtualization (NFV) and Network as a Service
(NaaS) offer national research and education
networking (NREN) organizations the ability to
overcome the Ilimitations imposed by more
traditional service provider technologies. But its
version of AD isn't a cloud version of the on-prem
Active Directory solution.

Some cloud organizations such as Amazon
Web Services (AWS) have introduced a managed
Active Directory solution for their own IaaS
platform [4]. AWS exposes a series of domain join
settings during the virtual machine instance creation
process in the Virtual Private Cloud (VPC). AWS
gives two options to base your Active Directory
environment - on the Standard or Enterprise edition
of Windows Server. [5]

Azure has its version of AD, called Azure
Active Directory. But it isn’t a cloud version of the
on-prem Active Directory solution. Azure AD can
be integrated with an existing Windows Server
Active Directory, giving organizations the ability to
leverage their existing on-premises identity
investments to manage access to cloud based SaaS
applications. [6] Active Directory Domain Services
is hierarchical Database with forest and domains.
Whereas Azure AD is flat system without any
forest, domains and trusts.

In the case of both AWS and Azure, the end
result is that their managed Active Directory
approach is really for use within their cloud
infrastructure.

In [7] is presented the advantages of
JumpCloud Directory-as-a-Service® against the
traditional  services as Microsoft®  Active
Directory® (AD) and OpenLDAP™. While both of
these solutions are great for homogenous, on-prem
IT networks, the issue with AD and OpenLDAP is
that modern IT organizations seek to eliminate the
majority of their on-prem infrastructure in favor of
cloud solutions.

Up to this moment Active Directory as a
Service solution which is a replacement to the on-
prem Active Directory doesn’t really exist.

4. Web-based system for management of
ADs, named MATEX

The  developed Web-based system
(MATEX) manages ADs. The server side is based
on PowerShell skripts and cmdlets. The system has
developed with Visual Studio 2010, ASP.NET, C#,
and Windows Powershell. The architecture of the
MATEX is presented on the Figure 2.

index.aspx/login
R ————
ion FolderPermissions.)
ana, ent.asp spx
[ [ F‘t Userlnfa.aspx ::‘ \
CreateUser.aspx OUManagement.
aspx

Fig. 2. The Architecture of the MATEX

The MATEX has worked on three virtual
machines (VM) - two servers (BGVARNADCOI,
JPTOKYODCO1) and one client USTESTPCO01. On
the first server BGVARNADCO1 (Windows Server
2012R2 Std) / VM have started AD Primary
Domain Controller (PDC) and all FSMO roles
holder, DHCP Primary server, ISS Web server, File
server, SMTP server, Backup server. On the second
server JPTOKYODCO1 (Windows Server 2012R2
Std)) VM have started AD Domain Controller
server, DHCP backup server, WSUS server, File
Server, Backup Server. The third VM
USTESTPCO1 (Windows 7 Pro)/VM has role of
client workstation and there have configured
Dynamic DNS record to joined into the domain and
IP settings from DHCP server.

The Matex.com domain is made up of two
domain controllers (DCs) - BGVARNADCO1 and
JPTOKYODCO1, which a bidirectionally replicate
all AD containers and DNS containers. Thus, a
change or action done on one DC is replicated and
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is visible to the other. The default replication time is
one hour.

The Organization Unit (OU) structure is
divided into 3 levels for easier management and
classification of users and resources (Region Level -
Africa, Asia, Europe ...; Country Level - China,
India, Japan ...;Site Level - Fuji, Kobe, Tokyo ....).
It is presented on Figure 3.

= (@ Active Directory
= matex.com
+ - [2F] Africa
= [<F] Asia
+ - [<F] China
+ [&F] India
= [&F] Japan
[<F Fuji
(3] Kobe
=3 Tokyo
+ [ Korea
+ [<Z] Singapore
+ - [<F] Thailand
&3 Domain Controllers
&3] Europe
[E3] LatinAmerica
[<3] MorthAmerica

R

Fig. 3. The OU structure

The DNS functionality in MATEX is
integrated into the Active Directory as dynamic
sign-up allowed only for domain customers. This
fact does not allow personal computers from outside
the domain to be registered. Aging / Scavenging
functionality is set, and both options are 7 days.
This means, that dynamic DNS record will be
automatically deleted after 14 days if the client
machine is inactive dﬁri&g this time. (See fig.4)

7
matex.com Properties £ Zone Aging/Scavenging Properties
WINS | Zone Trangers | Securty |
Gt [T W [+]Scavenge stale resource records
No-tefresh interval
Siaius:  Runrin Pause
° The tin between the mostrecent efresh of arecord tiestanp
Tpe  Active Drectoy tegried and the moment when the tmestamp may be refreshed agan.
Foon e et [ G| et [ o Y]
Data s storedin Active Directory. Refreshinterval
The time between the earliest moment when a record tmestamp can
Dynaric upddtes be refreshed and the eariiest moment when the record can be
ecure only scavenged, The refresh interval must be longer than the maximum
iy Alowng nonsecure dynamic updatesis a signficart securty record refresh period.
sources.
To set aging/scavenging propetties, click Agng
ok [ cancal || oy [ Hep |

Fig. 4. The Zone Aging / Scavenging
properties

Dynamic zone matex.com allows the IT
administrators to automatically register and create a
record of all Windows machines in the domain. The
DNS structure has the additional functionality to
create static entries in the local DNS zones. (See
fig.5)

BGVARNADCO1 has installed a DHCP
feature and a DHCP scope is set to deliver IP
addresses and network settings to customers in the
MATEX network. The first 20 addresses are not
distributed, but they are reserved for devices that

require a static IP address. The rest of the IP
addresses (from 192.168.159.20 to
192.168.159.254) can be taken by customers.(See
fig.6)

eo 2M XD E3 Bm 86

£ ons Neme Type Dats Timestamg

DNS Manager

1272772016 20000 P11
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Fig. 5. The DNS Manager
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Fig. 6. The DHCP service

Since the server operating system is
W2012R2, a DHCP failover is set up between them.
This means that if the leading DHCP server (in case
on fig.7 BGVARNADCO1) is inaccessible for 5
minutes, JPTOKYODCO01 will activate MATEX
scope on himself and will start distributing
addresses. The idea is not to disrupt the user's
ability to work. When BGVARNADCO1 becomes

available, roles on both servers will be re-
exchanged.
LT PN Scope [192168.159.0) Matex Propertics |2 ISRl |
Genes [T Metuwor Access Protectin [ Genersl | DNS | Network oosss Protection | Falover | Advanced |
fite Falover Advanzed
Relatiorship Name. avamadchiprokedcdl
T
part of, Partner Server: itokyodcll
Mode: IHot stancby
Max Clent Lead Time: 1 hes Omins.
State Swichover ntenal: B
Stabe of this Server: IPartner down
‘State of Partner Server INot avaiable
Smecftheserver.  [Pammrdown
Hot Standby Configurasion
Partner Server [Fiokpodcn Pole of his Server lrctive.
Made: I Addresses Reserved for Standby
[ ok || cawe oK Cancel

Fig. 7. The DHCP failover

Both servers are also used as file servers
where a group folder structure has been created for
each department. (fig.8)

Copyright © by Technical University - Sofia, Plovdiv branch, Bulgaria



[1-148

Fig. 8. The File Server Resource Manager

The feature File Server Resource Manager
is installed to manage directory contents and data
size. Quotas are set for each folder. Hard quotas do
not allow the limit to be exceeded, and soft quotas
allow only by informing them that the limit is
exceeded. Each quota is set to send a notification by
mail if the folder size exceeds 90%. (fig.9).

%) Inbox [ 90% quota threshold exce., X ]
& GetMessages |~ [/ Write ~ W Chat & Address Book \ ¥ Tag - Quick Filter S L=
From FSRM@BGVARNADCO1.matex.com G [y | e R Archive | @ Junk | (@ Delete  More =

Subject 90% quota threshold exceeded 3:54PM
To Me

User MATEX\sslavov has exceeded the 96% quota threshold for the quota on C:\Groups\IT on server
BGVARNADC@1. The quota limit is 20.60 MB, and 18.85 MB currently is in use (94% of limit).

Fig. 9. The Exceeded Quotas in the File
Server Resource Manager

File screening is also set up, which prohibits
the uploading of audio and video files to any of the
servers. If a user attempts to write such a file, the
system will not allow and will send an email to the
server administrator.

The group directories on both servers are
backup by the built-in Windows Server Backup
feature. It is set every Friday to make a backup of
the group structure to the destination - backup
folder on the server. After the completion of each
backup, an email is sent with the result - successful
or not.

Backup -

Description: Backup
Backup location: \\bgvarnadcOl\backup
VSS settings: VSS Copy Backup
Status: Successful
Status details
6/19/2017 9:17 PM
End time: €/19/2017 9:17 PM
Data transferred: 13.44 MB

Start time:

Items

MName Status

Data Transf... Backup Type ‘ ‘

= Completed. 13.44 MEB Incremental
(% Inbox [ BGVARNADCO1 Backup St... ]
& GetMessages |~ [ Wite v WM Chat 8 AddressBook \ QTag > T QuickFilter  Search <CirlsKs =

From Administrator@matex.com 4 Reply =+ Foward (3 Archive @ Junk ( Delete More ~
Subject BGVARNADCO1 Backup Status 1:58PM
To Me

The backup operation has finished successfully.

Fig. 10. The Windows Server Backup

To install all the updates from Microsoft to
the operating systems in the domain, Windows
Server Update Services (WSUS)
feature of JPTOKYODCO1 is install. (Fig.11)
Approved for installation and download are all

patches for the Windows 10 client operating system
and for Windows Server 2012 R2 servers.

Update Services

T Upimesevics
T wTOKo0C

s |Gy pefesh
) Neme P Addes Gpeating Syt nstoledl Lt St Report
. pokyode e com [Fren W Server 2022 ax

T EAM

Fig. 11. The Windows Server Update
Services

The MATEX features offers:

e Manage (create / delete) user accounts in the
domain. When creating, fill in the full name, the
user name account, password, OU where is
account, e-mail, and phone number are created.
When deleting, only the username is filled
in.(fig.12-left)

e AD user information, which includes when
the last password was changed and the account
was locked. It can help administrators in
troubleshooting of an user account issue. This
information can be send to e-mail to the
administrator.(fig.12-right)

User Management AD User Information

Accomt  sstoyanov
Ful Stoyan Stotanov

Name

User

sstoyanov i

DisplayName  : Stoyan Stoyanov
SamAccountName : sstoyanov

Modified  :6/20/2017 24614 PM
PasswordLastSet : 6/20/2017 2:46:14 PM

OU=Varna,0U=Bulgaria,0U=Europe,0C=matexDC=cor

CanonicalName : matex.com/Europe/Bulgaria/Vara/sstoyanov
mail  :sstoyanov@matex.com

MobilePhone  : 0878463816

Lockedout  : False

sstoyanov@matex.com

o878463816|

Fig. 12. Manage of users

e Manage (add / remove) rights to manage the

various objects in OUs. There is a possibility to
grant user rights to manage only computer
objects, only groups, only wusers in the
corresponding OU or manage all objects in the
OU (OU Management).(fig.13-left)

e The MATEX has the functionality to create

County (2nd) level OUs and Site (3rd) level
OUs, while creating and empowering the four
delegation groups - OU Management,
Computer Account Management,
User Account Management and Group Account
Management. (fig.13-right)
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AD Permissions Management

Account(s)  sstoyanov

Location  OU=Varna,0U=Bulgaria,0U=Europe,0C=matex,0C=cor

Permyssions

ADD  REMOVE  GENERATE | CANCEL

Fig. 13. AD Permissions Management

e Manage access to the group directories on file
servers and generate all group folders on a
particular file server, select the required
folder(s), select the account(s),which should be
given / removed rights and the type of rights
(FULL or READ).

5. Experimental Results

To determine the performance of the
MATEX are applied various tests, by simulating
employability for a certain number of users,
who use the site at the same time. The numbers of
requests per second are presented on figures
14,15,16,17.

Requests per Second

requests / second

second of test

Fig. 14. Time: 60 seconds / Users: 5

Requests per Second

requests / second

second of test

Fig. 15. Time: 60 seconds / Users: 10

Requests per Second

requests / second

second of test

Fig. 16. Time: 60 seconds / Users: 15

Requests per Second

requests / second

Fig. 17. Time: 60 seconds / Users: 20

The MATEX manages simultaneous queries
of 5, 10 and 15 users simultaneously at the same
time. In case of 20 simultaneously active users,
there are already observed moments where
productivity falls significantly at certain times.

All web pages and scripts from the
MATEX load for approximately the same amount
of time for multiple user queries. The time taken per
requests are presented on figures 18,19,20,21.

Time taken per request for
http:/imatexad/CreateUser.aspx

—— Success —o— Ermors

300

milli-seconds
g

Request number

Fig. 18. Time taken per request for
http://matexad/CreateUser.aspx

Time taken per request for
http:/imatexad/Userinfo.aspx

milll-seconds

0 1000 2000 3000 4000 5000 6000
Request number

Fig. 19. Time taken per request Ifor
http://matexad/UserInfo.aspx

Time taken per request for

aspx

milli-seconds

Request number

Fig. 20. Time taken per request for
http://matexad/ADPermissionManagement.aspx
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Time taken per request for
http:/imatexad/OUManagement.aspx

milli-seconds
2

3000 6000
Request number

Fig. 21. Time taken per request for
http://matexad/OUManagement.aspx

The average time of multiple "clicks" was
measured for a different number of users (5,10,15)
made at the same time. The results are presented in
the Table 1. For the number of users 5 (fig.22), 10
(fig.23), and 15(fig.24) the average measured time

of multiple "clicks" is very small.

Time: 5 minutes / Users: 5
99.5 14

99 12
98.5 10
98 . E s
6

——Clicks

Avg.Click Time(ms)

Time(ms)

Hits

1 2 3 4 5 1 2 3 4 5
Number of Users

Number of Users

Fig. 22. The average time of multiple
"clicks" for 5 users

Time: 5 minutes / Users: 10

a9 12
985 \ / \ 1o
a8 - 8

~m—Clicks

Ave.Click Time(ms)

Time{ms;

Hits.

1 2 3 45 6 7 8 9 10 1 2 3 4 5 6 7 8 9 10

‘Number of Users Number of Users

Fig. 23. The average time of multiple
"clicks" for 10 users

Time: 5 minutes / Users: 15 Avg.Click Time(ins)

99 12
98.5 \ 10
98 8

~m—Clicks

Time(ms)

6
Hits 4
2
0

12345678 9101112131415 12345678 0101112131415

Number of Users Number of Users

Fig. 24. The average time of multiple
"clicks" for 15 users

Time: 5 minutes / Users: 20 Avg. Click Time(ms)
99.5 35
99 30
98.5
98 25
97.5 £ 20
ot E s
96.5 —m—Clicks lf
96 10
95.5 Hits s
95
94.5 0
1 3 5 7 9 11 13 15 17 19 1 3 5 7 9 11 13 15 17 19
Number of Users Number of Users

Fig. 25. The average time of multiple
"clicks" for 20 users

For 20 users (fig.25), the average time
doubled. The conclusion is that 20 is the limit of
both active users who use the MATEX, because
over this number the productivity and performance
slow down.

6. Conclusion

In this paper is proposed an web-based
management system for AD, which provided a
seamless and simple experience to the IT
administrators. To determine the performance of the
MATEX are applied various tests, by simulating
employability for a certain number of users,
who use the web-based system in the same time. It
works well with up to 20 active users
simultaneously.
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OVERCOMING THE SECURITY
ISSUES OF NOSQL DATABASES

TONY KARAVASILEV, ELENA SOMOVA

Abstract: With the current escalating popularity and use of NoSQL databases, the amount
of sensitive data stored in these types of systems is increasing significantly, which exposes a
lot of security vulnerabilities, threats and risks. This paper presents effective ways to
mitigate or even completely overcome them. The purpose of the developed practical tests
using MongoDB is to evaluate how applying those security measures can affect the overall
system performance. The results of this experimental research are presented in this article.
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1. Introduction

Due to the spreading use of modern cloud
computing solutions and the increasingly larger data
volumes for storage, the adoption of a new class of
non-relational databases has arisen, also known as
NoSQL or “Not Only SQL”. Such kind of databases
have existed even before relational and object-
oriented database management systems but was
resurrected and developed in the recent years by
information technology companies for providing
private problem solutions for their growing
distributed web applications with millions of users.
The main advantage of these databases is that they
cope up with processing and storing unstructured
data way better than standard relational SQL
solutions. [1]

The simplicity of their design, schema-less
models and primitive query languages allows them
to perform, scale and distribute much better in
certain situations. These databases provide an
alternative for storing some types of data more
efficiently than other ones and support advanced
clustering solutions, including load balancing and
transparent backup features.

Using a NoSQL database depends entirely
on the problem it must solve and the data type it is
going to store. Depending on the type of
unstructured data, there are four main subclasses of
non-relation databases to choose from:

Document-oriented — document string formats;
Column-oriented — column or tabular nesting;
Graph-based — graph structures with nodes;
Key-value store — unique associative arrays.

Some solution can also provide more than
one model available and are called multi-model

systems, this may or may not include relational
functionalities. Other traditional SQL solutions have
merged a lot of the NoSQL capabilities (clustering,
sharding, XML/JSON document objects and linear
structures like the array type) and are forming a new
database class called NewSQL, unfortunately
inheriting a lot of the non-relational security and
data integrity problems. Clearly, there are no set
standards and these databases allow a bit more
flexibility. This the main reasons why they are
typically used for caching purposes, search engine
implementations, file storage and activity logging.

Unlike relational database management
systems, these types of software products do not
have complex mechanisms to guarantee data
consistency and have almost no support for security
features at the database level. Having that said, this
makes them vulnerable to both security threats and
irreversible data loss, which is a serious problem
building up over the years. [2]

The main purpose of this article is pointing
out the security risks introduced by the use of
modern non-relational databases and effective ways
to mitigate or completely overcome them. There are
multiple issues pointed out and a detailed
explanation of how they can be eliminated with the
use of end-to-end encryption and a security-oriented
configuration of all services. This paper includes a
practical implementation of how to integrate the
explained security precautions and extended tests
showing how this affects the overall system
performance and the data storage volume size.

This research is also a part of ongoing work
in developing an advanced PHP object-oriented
software framework for cryptographic services.
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2. NoSQL security issues and their remedies

When using NoSQL as a solution for
dealing with sensitive and top secret data in the real
world a few problems may occur. Even when using
paid non-relational database systems, paid vendor
support and hiring well-paid professional database
administrators, you can introduce big security holes
in your system and compromise the overall data
privacy, putting your company at imminent risk.

The next sections show the most frequent
issues that come with these type of systems and
effective ways of overcoming them completely.

2.1. Lack of authorization features

In general, most professional NoSQL
solutions have either only basic access control
mechanism or do not support any at all. This
proposes a huge problem in the overall application
security and leaves out an open possibility of hostile
access without any credentials or restrictions set. [1]

A common mistake that big data fans do is
to use the default product installation credentials
and configuration. It is a must to enable and use
strong authentication credential. In the case where
there is a huge lack of authorization functionalities,
access control restrictions, user role capabilities and
auditing features in the chosen NoSQL system, the
only thing we can do to mitigate the problem is to
build a RESTful API (Application Programming
Interface) around our database solution. A lot of in-
memory key-value solutions and search engines
suffer from this problem by design. Building our
own application layer of access restriction on top of
an unprotected system is a common professional
security approach. Also, implementing access
tokens as credentials for the Web API clients is a
great way of boosting security.

Overcoming this security issue is obligatory
and must not be underestimated. It is important to
note that message queue broker systems also suffer
from the same authentication security problems,
although they are not technically database solutions.

2.2. Transport encryption and client drivers

Sadly, a lot of modern NoSQL products do
not provide network transport layer encryption over
TLS/SSL. The lack of this security trait is both on
server and client side. The support of different
programming language consumption drivers is not
good enough and may introduce the risk of data
corruption, theft or even loss. Faulty drivers may
injure the system stability and performance a lot. [2]

If your desired solution supports transport
encryption, always use TLS/SSL for client-server
communications and try to avoid the use of self-
signed generated certificates. When your NoSQL
has no such capabilities implemented, your best

option is to restrict non-encrypted connections via
the use of firewalls and develop a RESTful API on
top of your database which accepts only
communications via HTTPS (HTTP over TLS/SSL)
encrypted traffic, using the most supported client
programming language and up to date drivers.
Mitigating this security threat actually
upgrades the proposed solution in the last
authorization section by forcing the use of
encrypted communication protocols and highly
supported client library connection drivers.

2.3. Missing database encryption features

Most of the relational database systems
have built-in encryption storage engines, encryption
aggregate functions and data integrity features. In
the other corner, modern NoSQL solutions lack
such at-rest encryption functionalities and store data
as plain text which imposes too many security risks.

There are only a few paid cloud or
enterprise NoSQL products that support native
storage encryption engines and embedded recovery
functionalities. Mitigating this problem can be done
by developing a transparent encryption application
layer. This kind of software layer encrypts data
before sending it to the database and decrypts it
before returning it to your software. The transparent
middleware can either be implemented directly in
your application’s client connection internal library
or on another server, acting as a communication
proxy between the database and the application. The
only limitation created by using this approach is that
you cannot search directly inside the encrypted
fields via the database query language. [3]

A good approach is to include this feature
when building a RESTful APL. It is also
encouraging to combine it with native storage
encryption functions when there are such available.

2.4. NoSQL Injections and CSRF attacks

With the emergence of new query formats
and languages, most of the old SQL injection
techniques are pointless but this does not make
NoSQL immune to query injections. Every non-
relation product can be attacked or exploited,
depending on the type of your database language
query, used message formats and its available native
application programming interfaces. [4]

The main cause for the rise of these NoSQL
injection attacks is because a lot of non-relational
database systems provide either an embedded
RESTful API or load one via third-party extensions,
that use JSON or XML formats. This can enable an
attacker to execute valid malicious code, such as
native JavaScript code, via the request’s payload
data. As spoken before, building your own custom
RESTful API on top of the database is a common
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trait but if done incorrectly may easily be exploited
via NoSQL injections. Also, it is possible to
accomplish some cross-site request forgery attacks
(CSRF) and user session hijacking.

The best way of avoiding this kind of
attacks is via input sanitization, especially when
creating your own RESTful APIL. The cleansing of
the received data includes validations, filtering,
whitelisting, blacklisting, regular expressions and
escaping of special characters. Another good
practice is adding a per client pseudo-randomly
generated token with time-to-live (TTL) expiration
or regeneration period for avoiding forged user
requests. Every request must contain a valid token
or the request will not be handled and the user may
become suspended after a given number of retries.
The disabling or firewall blocking of unused native
APIs and extensions is always recommended.

Mitigating this security risk upgrades the
previously proposed solution by adding extra input
validations and further request integrity verification
enchantments.

2.5. Cluster desynchronization issues

Most NoSQL products advertise their
decentralization features like sharding and
clustering as a data-friendly way to scale out,
containing no single point of failure. It is important
to note that almost all SQL solutions support these
features but have more reliable and time-tested
realizations than non-relation systems. [2]

When using sharding, each data partition or
shard is held on a separate database server instance
and distributing the data on more than one machine.
Some features can include storing duplicates of the
shards on other servers for backup reasons. The
main problem is that even if one server crashes you
may end up with losing a certain amount of shards
without any real backup and compromise the
overall stored information. Knowing this, a
malicious attacker may exploit a misconfigured
cluster or penetrate known vendor vulnerabilities to
destroy, hold for ransom or modify your data.

As previously noted, another traditional
solution for scaling out, load balancing or creating
active backups is called clustering. Supported types
may include master-slave replication, master-master
replication,  shared-nothing clustering, auto-
sharding, hybrid storage and other high availability
distributed approaches. Most of those clustering
techniques provide a certain amount of guarantee
for data integrity, backup and availability on
hardware or software failures. There are a lot of
hidden problems like cluster desynchronization and
some failover dead-locking situations where your
information gets corrupted or even irreversible lost.
This may lead to security leaks where sensitive data

is being returned to users or gets permanently
defective without any real backup.

As with any other product, there is a huge
gap between what is being advertised or sold and
what you get in reality. A large portion of the
NoSQL community follows certain solutions for
philosophical reasons rather than practically proven
production use cases. In theory, both SQL and
NoSQL clustering solutions can fully eliminate all
failure cases but in reality, when misused,
misconfigured or not implemented correctly they
can create even bigger security and integrity issues.

The contra measures you can take involve
hourly backups to at least two separate physical
devices and creating simulations of all know crisis
situations before using the clustering configuration
in a production environment. Also, keep your
database solution up to date, always encrypt your
backups and never store them on the same
production machine. Only then you can fully
harvest their true performance and backup gains.

2.6. Virtualization leaks and disk theft risks

Even when you have encrypted your
database and have taken security measures you are
still not immune to physical disk theft or
virtualization snapshot leaks. [5]

The security threats of stealing the physical
disk or the virtual machine backup clone files
involve gaining database credentials or sensitive
data via log files analysis, raw cache files,
unencrypted database diagnostic tables or persistent
in-memory data structures. Other risks include
gaining access to guest virtual machine clones or
virtualization snapshots which contain memory
dumps of a passed machine state and are full of
unencrypted database structures, active in-memory
key-value collections or even loaded application
credentials.

To mitigate these security issues you must
apply transparent disk encryption on all physical
disks, virtualization host environments and virtual
machine guests with a strong encryption key. This
operating system feature can be used without
causing any decrease in the overall system
performance. Note that if you lose or forget your
secret password, you will not be able to start up
your operating system or restore any usable data
from your drive.

3. Analyzing and improving the MongoDB
database security

With the increasing use of MongoDB in
both startups and enterprise solutions worldwide
and also being one of the most feature-rich NoSQL
databases the need of implementing security
protection has become huge. The next sections
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provide a detailed practical analysis of security
hotspots and how to tighten up the overall database
protection using previously discussed approaches.

3.1. Overview of MongoDB features

MongoDB is the most popular document-
oriented store that uses JSON (JavaScript Object
Notation) format documents providing flexible and
easily changeable schemas. It also provides server-
side scripting with JavaScript and binary-encoded
serialization of JSON-like documents. This open-
source NoSQL software is provided for free and
also has an enterprise paid version with extended
features and live support. [6]

MongoDB provides a huge variety of high
availability clustering features like load balancing,
replication and sharding. It some cases it also can be
used efficiently as a file storage server or powerful
caching system. The query language supports
aggregation, range queries, regular expressions and
different field indexing types.

The main problem is that the default
security configuration of MongoDB has been
exploited many times in production setups during
the years and even held for ransom. The next
sections will discuss how to avoid a security breach
by taking certain precautions.

3.2. Enforcing authorization, auditing and
input data sanitization

After the product installation, the database
access is publicly exposed without any credentials
or verification configured, making it easy for
anyone to connect and take full control of the
database. A lot of system architects neglect
MongoDB’s initial configuration and are commonly
hacked for it.

To avoid this, you must enable all native
authentication features. First of all, you have to add
a user administrator for the MongoDB instance and
define different limited access roles for every other
client account that can connect to the database.
Next, you must enable the native system auditing
facility for keeping track of all configuration
changes and log access history. For even further
hardening, you can set running of the database
processes with a dedicated operating system user
account that has limited permissions. In some cases,
disabling server-side scripting on database level can
remove the possibility of some types of NoSQL.
Also, if you use a cluster setup then never forget to
define proper authentication between cluster
members and always use long complex credentials.

Finally, to reduce the access, even more, it
is a great idea to develop an internal RESTful API
that connects to the database by using only a limited
user account. Also, when developing such adapter

software, you can completely sanitize your data
input, use advanced session forgery protection
techniques and create complicated authentication
features. Remember to allow only direct
connections from the internal API and block all
native MongoDB client communications via
network or system firewall.

This way you ensure that malicious code
execution or unauthorized access to the database is
not possible and will not disable the use of native
MongoDB high availability cluster configurations.
Also, you can reliably scale out and increase
performance by deploying multiple instances of
your API and using a network traffic load balancer
for distributing the incoming request between them.

It is important to note that unlike MongoDB
a huge amount of the NoSQL solutions do not
provide even basic authentication features. Either
way, you would have no real choice but to develop
your own internal database adapter software.

3.3. Using encrypted communications and
limiting network exposure

When installing the product, a lot of people
leave out the default access port and connection
protocol publicly exposed. You must always change
the default port and switch to encrypted TLS/SSL
communications for both all your cluster servers
and client machines. This way your data is
protected in-transfer and cannot be altered by man-
in-the-middle attacks (MITM).

You must never leave a MongoDB server
instance visible over the Internet or accessible in
non-management computer networks. You can even
disable the MongoDB networking service and
switch to using UNIX sockets instead, especially if
you are going to use only one server instance and
hide it behind an isolated RESTful APL

However, enabling the network is a must
when using clustering configurations and the most
professional way of protecting any type of server
instances is to combine the use of network firewalls
with Virtual Local Area Networks (VLAN). This
way you can partition and isolate different networks
with limited access to other devices or computers.

Always limit the network exposure on every
service you use and switch to the use of encrypted
protocol connections only. Remember, a service
that is not visible or accessible cannot be easily
exploited, flooded or hacked.

3.4. Applying data storage encryption

The data protection at-rest is truly important
but most databases do not provide native encryption
functions or secure storage engines. For example,
MongoDB provides native encryption only for its
enterprise paid version since a few years back. It is
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recommended to use it when available and also
develop a transparent encryption middleware. [6]

When creating such encryption application
layer, you must always encrypt sensitive fields
before inserting into the database and decrypt after
fetching them back. This can be included in your
RESTful API logic. The main limitation of using
such middleware is that searching inside encrypted
document values is not possible without having to
first decrypt them all.

Another good habit is to always enable the
operating system transparent disk encryption to
ensure data and system logs safety even if a
physical disk theft occurs. The use of this feature
will not harm performance and significantly
increase the overall server security. You can also
encrypt service log files over time, implement
encrypted application file logging adapter classes
and minimize the amount of service related details.

4. Testing environment specification

For the results to be adequate we have
chosen to run the tests in a virtual machine
environment created with Oracle VM VirtualBox
version 5.2.8 hypervisor. The setup consists of two
virtual machines. The first one is running Apache
2.4.18 with PHP 7.2.3-FPM (FastCGI Process
Manager implementation) for connecting to the
database and executing the experiments. The second
one has a single MongoDB 3.6.3 server instance for
the data storage purposes.

The specification of the allocated resources
for each of the machines is shown in Table 1.

Table 1. Virtual machine specification

Detail

CPU | Intel i17-6700HQ, 2 cores, 2.59GHz, 6 MB L3

RAM | DDR4, SODIMM, 4096 MB, 2.40 MHz

GPU | Intel HD Graphics 530, 16 MB, 2.40 MHz

HDD | 42GB, 7200 RPM, 32 MB cache, 2GB swap

LAN | VirtualBox Intel PRO/1000 MT 82540EM

(O Ubuntu Server 16.04.3 LTS x64, Kernel 4.4.0

The virtual machines have been installed
with all available updates, kernel drivers and
virtualization-specific packages. The connection
between them will be over the host-only networking
mode embedded in VirtualBox to avoid any
network slowness and ensure the executed tests
accuracy. On the first virtual machine, all settings
are set by default, with the exception of boosting the
values for maximum random-access memory
(RAM) usage for PHP. The second machine will be
configured twice for every experiment. All tests will
first be executed with the default insecure
configuration. Next, the tests will be repeated with
MongoDB authorization enabled, using a self-

signed TSL/SSL certificate for communication and
applying an encryption middleware via PHP.

The created encryption middleware uses the
AES-256 CTR algorithm via the OpenSSL PHP [7]
native extension functions and the Base64 encoding
core functions for converting to a storage-friendly
format. The main purpose of this setup is to
simulate both plain and encrypted pseudo-API to
MongoDB communications and to compare results.

5. Costs of implementing security measures
Although applying end-to-end encryption is
a must, are there any consequences of using it in
your production environment? To answer this
question, we have created several practical
experiments using MongoDB to evaluate the
performance and storage costs. The next sections
describe the executed tests and show their results.

5.1. Experiments suite overview

The experiments include the insertion of
10000000 (ten million) records containing pseudo-
random cryptographically generated strings with a
fixed length of 1000 printable ASCII characters and
the fetching of 20 records from the middle of the
collection via an extra inserted 10-digit integer
field. The integer field will act as a unique creation
identifier for easier lookup and will be created with
an ascending index. Since we will be retrieving
records from the middle of the collection, it would
not matter if we use an ascending or descending
index lookup. We will also leave the default
MongoDB “ id” field creation but use projection
when querying the database to not get it with other
results. Also, all encrypted data will be converted to
Base64 strings for storage in MongoDB documents.

The time spent executing a test shown is
just for the section of the program that does
iteration, encryption, decryption, data insertion,
collection lookup and records retrieval. The time
needed for generating cryptographically the pseudo-
random strings is explicitly excluded. Every single
experiment is executed 10 times and the average
result of those runs is taken as final. Execution time
results will be shown in seconds with 6-digit
precision after the decimal point and storage size
results will be displayed in bytes.

5.2. Record insertion results

This experiment will test the situations
when you need to store big string data and compare
the average insertion time from PHP and the record
storage size on disk. The results for both plain
record creation and using the transparent encryption
middleware are shown in Table 2.
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Table 2. Ten million records insertion

Plain With Encryption
Total Time 1493.585353 1620.437595
Average Time 0.000149 0.000162
Average Object 1052 1388
Index Storage 212541440 212492588
Collection Size 10629316608 14346072064
Database Size 11156746240 14977986560

As we can see from the results, when
applying encryption, the overall database storage
size has significantly increased by 34.25%. Also,
the total record creation time has become with
8.49% slower but is still rapid.

Having in mind that we would probably
encrypt only sensitive data fields like passwords
and credit card numbers, the cost of applying
encryption is relatively tolerable.

5.3. Record retrieval results

The second test will apply to the scenarios
where we need to execute a complex query lookup
in huge data collections like the created ones in the
previous experiment. To simulate this, we will
query the database to fetch the first twenty records
after the fifth million record, using our creation
identifier. After that, drop the created extra index
for our identifier and run the query again to see a
more precise contrast between plain and application
decryption fetching. The results for record retrieval
experiments are shown in Table 3.

Table 3. Twenty records retrieval

Plain With Decrypting
With index 0.000644 0.000855
Without index 11.763420 16.326245

The time increase caused by the use of
application decryption with index fetching is
32.76% and with non-index retrieval is 38.79%. It is
important to note that the experiment also showed
the huge performance boost of using field indexing.

The results show that the application
decryption will not slow us down significantly
when the correct schema approach is being applied.

6. Conclusion

This paper has created a practical analysis
of NoSQL database solutions and evaluated the

performance and storage costs of applying end-to-
end encryption. It summarizes the best approaches
to overcoming common NoSQL security problems.

The most interesting results from the
experiments are:

e Building an API around the NoSQL solution in
a security-driven matter and setting up an
isolated network is the best safeguard approach;

e Using a transparent encryption middleware can
increase the disk storage size significantly but
does not hurt the overall system performance;

e Secarching directly inside encrypted fields via
the database query language is only available
when using native database encryption engines;

e Querying the database by index scan is more
than 18000 times faster than using full scan.
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VIRTUAIZATION AND CONTAINERIZATION
SYSTEMS FOR BIG DATA

DANIEL TFRIFONOV, HRISTO VALCHANOV

Abstract: In the case of processing unstructured, semi-structured and structured data as
well as research data of historical and statistical nature, the traditional relational database
management systems are not a rational choice and have been replaced by other solutions
such as large data storage systems - Big data. Distributed data processing systems such as
Apache Hadoop are better solution. Building such a system requires the availability of
multiple machines, which is a serious investment even for the large companies. The use of
virtualization platforms can solve a number of existing problems. Increasingly, however, an
attractive technology emerges as an alternative to virtualization - the containerization
technology. Containers solve some of the problems typical of hypervisors and virtual
machines. The performance comparison of large data processing system implemented on
virtual machines and containers is presented in this paper.

Key words: Big data, Apache Hadoop, Virtualization, Containerization

1. Introduction

The amount of generated data daily grows
faster. All this amount of information is required
not only to be stored but also processed. Data
becomes more and more diverse in nature and less
structured. In the case of processing unstructured,
semi-structured and structured data as well as
research data of historical and statistical nature, the
traditional relational database management systems
are not a rational choice and have been replaced by
other solutions such as large data storage systems -
Big data. Big data is used not only by all software
giants like Google, Microsoft, AWS, Facebook,
Ebay, Booking, New York Stock Exchange, but
also by many smaller companies and research
centers [1].

The desktop analytics tools and relational
databases often have problems dealing with large
amounts of heterogeneous data, so distributed data
processing systems such as Apache Hadoop [2] are
better solution. Hadoop is a cluster system of a
small number of controlling nodes and a large
number of computing and data storage nodes. This
robust distribution allows calculations on huge
volumes of data to be done for a very short time,
with each node processing only its local data.

Developing of such a system is a serious
investment even for large companies, because
dozen machines are needed for achieving benefit
from the distributed processing. The use of
virtualization platforms (VPs) can solve a number
of existing problems. This can be done in several

directions. These platforms provide economical
calculations, reducing the need for investment in
new equipment. At the same time, VPs reduce the
cost of support, including reinstalling operating
systems and software. Increasingly, however, an
attractive technology emerges as an alternative to
VP - Container Technology. Containers solve some
of the problems typical for hypervisors and virtual
machines. Because of their simple architecture they
provide better performance than virtual machines.
At the same time, they allow fastest and more
flexible providing of resources and availability of
new applications.

This paper presents a study of the
performance of large volume data processing
systems based on virtual machines and containers.

2. Virtualization

Virtualization is defined as "an abstract
presentation of the computer's physical resources on
a virtual computer using specialized software" [3].
The virtualization platform virtualizes the hardware
resources of the computers. It creates a fully
functional virtual machine on which a standalone
operating system and applications can run, just like
on a real computer.

Virtualization is  implemented  with
dedicated hypervisor software that distributes the
computer hardware resources dynamically and
transparently between virtual machines. Several
operating systems can work simultaneously on a
physical computer and share hardware resources
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with each other. By encapsulating the entire
machine, including a processor, memory, operating
system and network devices, the virtual machine is
fully compatible with all standard x86 operating
systems, applications and drivers.

There are two main types of virtualization
environments: hosted and bare-metal (Fig. 1).

Virtual Virtual

Machine Machine
Virtual Virtual
[ . ] Machine Machine
Hypervisor
Host Operating )
System [ Hypervisor ]
[ Host hardware ] [ Host hardware ]
type 2 type 1l

Fig. 1. Hypervisor types

In hosted environments (type 2) hypervisors
are software applications running under the
operating system. The hypervisor controls the
lower-level resources that are assigned by the
operating system. This type of hypervisors is mainly
used in systems where different I/O devices are
needed and they can be supported by the host
operating system. Another usage is in low
performance client systems. Examples of such type
of hypervisors are: Microsoft Virtual Server [4],
VMware Server, and VMware Workstation [5].

In bare-metal environments (type 1) the
hypervisors are software systems that work directly
on host hardware. This results in higher
performance and performance. This type of
hypervisors is a preferred virtualization approach.
Examples of such hypervisors are: Citrix XenServer
[6], VMware ESXi [7], Microsoft Hyper-V [8].

3. Containerization

The difference between virtualization and
containerization is mainly at the place of the
virtualization layer and the way the system
resources are used. Containerization, also called
“container-based virtualization”, “para-
virtualization” or “application virtualization™, is a
virtualization method for deploying and running of
distributed applications at the operating system
level without the need to run an entire virtual
machine for each application. Instead, multiple
isolated systems, called containers, are run on a
single host and have access to the kernel of the
operating system (Fig. 2).

The container is a lightweight, stand-alone,
executable software package that includes
everything it needed to do: code, libraries, system
applications and settings. The software inside the
container is executed in the same way, no matter the

environment. Containers isolate the software from
the environment, for example between the
development  environment and the work
environment. They help to reduce conflicts between
teams that use different software on the same
infrastructure.

Lo L) e

Libs ] [ Libs ] [ Lib

)
[ ]
666
[ ]
[ ]

@

VM

Container

Hypervisor Host OS

Host hardware Host hardware

Fig. 2. System with virtual machines and with
containers

Because the containers share the same
operating system kernel with the host machine, they
can be more effective than virtual machines, which
require separate operating systems. The host
operating system restricts the access of the
container to the physical resources such as
processor and memory, so a container cannot
consume all system resources. The containers start
faster and use less computing time and memory
than virtual machines. Containers share common
files that reduce disk space usage. There are a
number of container-based solutions such as Linux-
VServer [9], OpenVZ [10], Docker [11].

4. Big data processing

One of the widely used systems for
processing large volumes of data is Hadoop.
Hadoop is an open-source software developed in
Java. Hadoop has a number of code execution tools
and scripts in different programming languages. It
consists of two main parts - a storage part and a data
processing part. The storage component is the
distributed file system - Hadoop Distributed File
System (HDFS). It has a block organization, each
block having a size of 256MB. The blocks that
make up a file are distributed across all nodes of the
distributed system. In order to achieve a
redundancy, Hadoop maintains block replications.
The data store is Hive. Hive offers easy data
aggregation, temporary queries and other large data
analyzes. Queries use a language similar to SQL,
known as HiveQL.

The data processing part is MapReduce.
This is a programming model for parallel
processing of multiple tasks. One of the main
aspects of MapReduce programming is that
MapReduce splits the tasks in such a way that they
allow their parallel execution on a distributed
system of computing nodes. Contrary to traditional
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relational database management systems that cannot
grow to handle large amounts of data, the
programming in the Hadoop MapReduce
environment allows users to run applications on a
huge number of machines, which also includes the
processing of thousands of terabytes data.

5. Experimental study and results

The VMware ESXi 6.5 hypervisor is chosen
as a platform for virtualization, and the Docker as a
container. The choice of these two platforms is
dictated by their wide use, high productivity and
capabilities.

The test environment is built on the DELL
CS24-TY server system, which has the following
hardware:

e 2 CPU 4 cores Xeon L5520 with Hyper

Threading technology;

e 72Gb RAM,;

e 1,8 TB storage.

On the machine, the two platforms are
installed sequentially and the corresponding
performance tests on the Big Data system are
performed on them. There are 5 separate Ubuntu
16.4 LTS (64-bit) virtual machines installed on
VMware. In virtual machines, a Hadoop system is
installed, which is divided into 3 computational
nodes (data nodes), 1 master (name node) and 1
secondary (secondary name node). The Docker is
installed on the Ubuntu 16.4 LTS (64-bit) operating
system, and 5 separate containers are created. The
same Hadoop system is placed in the containers.

The tests are selected to meet the
requirements of different hardware devices:
processor, memory, and storage devices.

The first test tests the performance of the
system when processing data in semi-structured
form. Such processing is consistently imposed on
Big Data systems, as input data quite often come
from heterogeneous sources and are in different
formats. The test is a Java application (WordCount)
executed directly by Hadoop and calls MapReduce.
MapReduce crawls the file and divides the text into
separate words by removing the punctuation — the
“Map” phase of the task. The next phase is
“Reduce”. It reduces the result to a file containing
name-value pairs, indicating for each encountered
word how many times they are detected. The
processing data are one of the latest Wikipedia (EN)
archives with only English content used. It is
provided as a bz2 archive in which there is xml file
of approximately 62GB. Figure 3 shows the results
of the test.

The results show an advantage of ~ 4.5%
for containerization and Docker. This is expected,
given that the maximum amount of memory is used
during the test, and each virtual machine uses

approximately 1.3GB of memory that is otherwise
used by Hadoop. The access to the disk storage for
virtualization is potentially slightly slower, which
also slightly increases the lead of the Docker.
Another important point is the long time to
complete the test. This is due to the low
performance of the system drives, and it is possible
for higher speed devices to differ from the results
obtained in this test setup.

3.04:45

0:00:00 0:28:48 0:57:36 1:26:24 1:55:12 2:24:00 2:52:48

m Docker ESXi

Fig. 3. WordCount test results

The second test is complex in terms of
processor work and I/O operations - Hive dataset
import. This test uses MapReduce again. It reads the
contents of the text file enwiki-20170701-pages-
articles-multistream.xml and imports it into a non-
relation table MongoDB. The number of columns of
the table is 2, the first is the title of the article, and
the second is the entire text. The text processing
requires processor time and memory, while reading
from the file and writing to the database loads up
the discs. The writing requires 3 times more I/O
operations due to the replication factor. The results
are shown in Fig.4.

0:00:00 0:28:48 0:57:36 1:26:24 1:55:12 2:24:00

m Docker ESXi

Fig. 4. Hive dataset test results

It should be noted that this test does not
give a clear result for the advantage of virtualization
or containerization. It runs faster than the first test
because the text is stored in a different format in the
database, and data processing is limited to retrieving
from the text and writing to the database. The
difference in WordCount and Hive database import
execution time is not great again due to the
specificity of disk storage. This test should end
much faster if there is a separate hard drive or even
SSD for each data node. In such a study of test
systems with real and virtual machines where two
virtual machines are running on a real one, the
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virtual ones perform better because they utilize the
processor's use. In contrast, the real ones are not
fully loaded at any point during the test time. In this
study, no such behavior is observed since the
hardware used is a single computer system and the
load in both cases is fully.

The third test evaluates the storage system.
It runs in two parts: TestDFSIO-write records
100GB of data in the Hadoop-HDFS file system,
and TestDFSIO-read reads them back. Because of
the replication factor, the write test triggers 3 times
more 1/O operations than the reading test and
generates significant network traffic. The results are
presented in Fig.5.

72842

00000

5:39:59
5:43:17

11200 22400 3:36:00 4:48:00 6:00:00 Tz

mCockerread  WESK-read Docker-write ESHi-write Cocker mE

Fig. 5. DFSIO test results

In this test the results are much more
interesting. It is clear that the tests with writing are
about 3 times slower than those with reading. This
is normal and it is precisely because of the
replication factor and the specificity of the test
cluster. The replication factor is 3, and the same
number are the data nodes, i.e. each computing
machine takes up the entire volume of data on its
disk, while reading is performed simultaneously
from the all three machines. If the replication factor
remains 3 and the computational nodes are more,
then the difference in read and write times will be
proportionally smaller. In large systems with
hundreds of computing nodes, there is virtually no
difference between read and write speeds, although
the replication factor there may even reach 5. A
slight advantage is again for containerization due to
the fact that the disk access through the virtual disk
controller is bit more slowly than through the
interface provided by containerization.

6. Conclusions

On the basis of the tests carried out, it was
found that containerization produced somewhat
better results in most cases. If there already have an
installed server with a hypervisor, it does not need
to be reinstalled with a single operating system and
containers because the productivity gap is not that

big. Additionally, other virtual machines can be
used in the hypervisor while the cluster is not in
use. It should be noted that tests generally go much
slower than expected. The reason is in shared two
discs for all 5 virtual machines in one case, and
containers in the other. As a recommendation for
implementation of a system of this type, it is better
to use at least one disk and more precisely a SSD
drive for each virtual machine or container. Then
the performance of the Hadoop system would be
more real. The main difference in performance
comes from having a larger amount of memory used
in the container system because otherwise it is
occupied by the operating systems of virtual
machines (5 x 1.3GB) and the hypervisor (2.26GB).

As recommendation when building new
systems for big data processing, it is profitable to
implement them with containers because the
performance of hardware is slightly better, and it
also makes it easier to administer the system - just
one operating system for maintenance.
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PERFORMANCE ESTIMATION OF PARALLEL
APPLICATION FOR SOLAR IMAGES
PROCESSING

DIMITAR GARNEVSKI, PETYA PAVLOVA

Abstract: Many of the implemented parallel versions of applications are based on
sequential ones. In the process of creating the parallel version or improving it, it is
necessary to estimate the performance of the application using different metrics. The
problem gains more weight in cases where different techniques are used to create
parallelism in the studied application. In the current work will be examined a performance
estimation of a created parallel version of an application for processing a series of images

of the solar corona.

Key words: parallel computing, performance, image processing, algorithms, OpenCL,

OpenMP, MPI

1. Introduction

The choice to a parallel processing
environment is based on the capability to achieve
maximum performance on given devices, as well as
the applicability of a paradigm for parallel
programming to the problem solved. Regardless of
whether a sequential or parallel algorithm is
estimated, the primary parameter used for
measurement is time, as well as parameters that are
associated with it. By calculating the time required
to execute an algorithm or its individual parts, the
appropriate conclusions about the performance of
an algorithm can be made. During estimation of
software and measuring their parameters, the
following parameters can be calculated and
evaluated:

Speedup - the times of successive and
parallel execution, where the time of consecutive
execution is the sum of the total calculation time
required for each task, and the time in the parallel
execution is a planned time frame for a limited
number of processors.

Sp = (Z,.lei)Tp ey

Efficiency - parallel program performance
is a measure of CPU usage where S, = Speedup, N,
= Number of processors

EFF =S,/N, 2)

Overheads - measured the extra time

required by the parallel program to perform the
calculations

O, =T, —(T,/N,) (3)
where Oy = Overheads, Tp = Parallel time,
Ts= Serial time, N, = Number of processors
In terms of distributed computing can be
defined also:
e Fork time - time needed to distribute data
between a number of processors
e Join Time - the time needed to collect the
results of a number of processors

2. Parallel application for solar images
processing

The method for motion tracking and
mapping, based on solar corona images [1] proposes
an ability for modeling the dynamical changes in
solar prominences during its evolution. Parallel
implementation of it was presented in [2].

The process of image processing is divided
into the following basic steps:

e Loading images into the application

e Pre-processing of input images with filtering,
which includes conversion to the internal
format, clearing noise, adding artificial
sunshine [6][7]

e Implemented algorithm creates a motion map
by correlating two frames and generates
visualization of the motion

e  Write output motion map to the disk

Sample input image and generated output
from the application are shown on Fig.1 and Fig.2
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Fig. 1. Input sample image. Wavelength 3044,
captured with SDO/AIA on 22.06.2014

Fig. 2. Motion map generated from two input gray-
scale images of the solar corona with wavelength
3044.

Estimated parallel software uses following
paradigms for parallel programming:

e Massively parallel processing with OpenCL
[3]. Used as the primary platform for the
implementation of image processing filters

e Shared memory parallel processing with
OpenMP [5]. Used as an ancillary tool for
partitioning code that perform the conversion
and processing operations involving different
data structures, as well as parts of filters that
perform operations such as reduction and can
therefore be relatively efficiently implemented
using OpenMP and to run on a CPU.

e Distributed computing with MPI [4]. Library
aims to provide communication when
performing parallel processing applications on
distributed systems. In current work, MPI is
used in a console version of the application that
can be run on a cluster. Using MPI, tasks are
distributed across application instances, as well
as data processing during the processing
process.

2.1. Single process application

Estimated parallel software can be divided
into number of common blocks shown on Fig.3.
Single process parallel application uses OpenCL
and OpenMP ad pre-processing stage. Pre-
processing stage includes sequential execution of
three filter: noise normalization, Mexican hat filter
and median filter. Processing stage which involves
motion map generation and it conversion to result
image (via HSV color space) uses OpenCL kernel.

‘ START

| INIT OpenCL

LOAD IMAGES
COI\i‘-’:‘RT
PRE-PROCESS
v
PROCESSING
v
WRITE RESULTS

‘ END ‘

OpertiP

OpenCL  OpenCL

Fig. 3. Parallel computing on single node

2.2. Distributed processing

In the implemented application, MPI is used
to synchronize the execution over multiple nodes
and to perform data exchange between nodes. Lack
of dependencies on the image pre-processing stage,
each image being processed using OpenCL filters
within a single node, the filters being executed on a
GPGPU or CPU computing device. At the pre-
processing stage, MPI's primary task is to allocate
the number of tasks (inputs) for each of the nodes
involved in the processing.
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INIT MPI
Node 1 l l Node N-1
| INIT OpenCL ‘ INIT OpenCL
L v i v
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PROCESSING || PROCESSING
|| WRITE RESULTS | WRITE RESULTS

Fig. 4. Distributed computing in the estimated
application
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3. Test data

The application presented in the second part
uses a series of input images. As input data are used
images of solar disk captured using the SDO (Solar
Dynamics Observatory) space probe, the AIA
(Atmospheric Imaging Assembly) tool. Images
where captured on 22.06.2014 with wavelength
304A. Sample input image (top 50% part) is shown
on Fig.1. Original images from SDO/AIA are with
size 4096 x 4096 pixels and file format JPEG 2000.
Due some limitations of serial version of the
algorithm we use scaled down to 1024 x 1024
pixels images in JPEG file format. Available count
of input images is 100.

4. Performance estimation

Before performance estimation we must
specify our test environment in which we perform
software execution and time measurements. All
measurements were performed on machine with
Intel Core 15 2520M CPU (with support of SSE4.2,
EM64T, AVX), 8 GB of RAM, hard drive is a SSD
and Linux OS. OpenCL platform is version
OpenCL 1.2 with AMD provided driver (due lack
of Intel drivers for older CPUs). In case of
distributed computing with MPI we use local area

network and second machine with identical
parameters.
4.1. Single process application
Based on Fig4 which represents

processing on a multi node we can define time
measuring points for the application. As the serial
and parallel versions of the application uses same
input and output of the framework for i/o
operations (OpenCV) we skip time measuring in
stages "load images" and "write results" and
concentrate over pre-processing and processing
stages.

START

‘{7 MPI

INIT MPI

Node 1 Node N-1

— ¥ —
i INTopencL | INIT OpenCL

i = i —
i| LoADIMAGES || LOAD IMAGES

CONVERT CONVERT

OpentP

OpenCL  OpenCL

i| PRE-PROCESS ||
H 00

gl e L

i| PROCESSING

——— v

1| WRITE RESULTS

PRE-PROCESS

PROCESSING

WRITE RESULTS

‘ = Start time
== End time

Fig. 5. Time measurement moments

Pre-processing stage on Fig.5 was divided
into convert (prepares image structure) and filtering
(three filters mentioned in 2.1) operations.
Summarized results (10 series of input 10 images)
of sequential and parallel execution times of this
operations is shown in Table 1, Fig. 6 and Fig. 7.

Table 1. Execution times (seconds) of
preprocessing (for single image)

Serial Parallel
Series | Convert | Filtering | Convert | Filtering
1 0.235 0.560 0.008 0.049
2 0.220 0.548 0.006 0.046
3 0.220 0.548 0.008 0.047
4 0.220 0.548 0.007 0.045
5 0.220 0.559 0.006 0.045
6 0.220 0.546 0.007 0.046
7 0.219 0.546 0.007 0.045
8 0.222 0.551 0.007 0.046
9 0.228 0.554 0.007 0.046
10 0.224 0.549 0.006 0.045
AVG | 0.223 0.551 0.010 0.046
0.250
““‘h.. —————————
0.200
=
,E 0.150
E Serial
E 0-100 ——Parallel
&
0.050
0.000
1 2 3 4 5 6 7 8 g 10
Fig. 6. Comparison of convert operation
0.600
0.500
% 0.400
£
E 0-300 Serial
:E 0.200 ——Parallel
&
0.100
0.000
1 2 3 4 5 6 7 8 g 10
Fig. 7. Comparison of pre-processing stage
Execution times of common processing
algorithm of motion map construction by

correlation of two images is shown in Table 2 and
Fig. 8.

Copyright © by Technical University - Sofia, Plovdiv branch, Bulgaria
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Table 2. Execution times (seconds) of correlation
algorithm (per iteration)

Series Serial Parallel Sp
1 1.239 0.085 15
2 1.225 0.093 13
3 1.225 0.083 15
4 1.225 0.082 15
5 1.233 0.083 15
6 1.224 0.083 15
7 1.231 0.088 14
8 1.283 0.087 15
9 1.233 0.083 15
10 1.234 0.083 15
AVG 1.235 0.085 15
1.400
1.200 ——
= 1.000
:Ej 0.800
'-g 0.600 serte
2 Parallel
& 0.400
0.200

0.000

1 2 3 4 5 6 7 8 o 10

Fig. 8. Comparison of execution times of
correlation algorithm

In terms of OpenCL environment we also
can specify overhead, generated from initialization
of OpenCL context, queues and compilation of
kernels source code. Average time need for this
initialization after 10 starts of the application is
around 0.859 s.

4.2. Distributed processing

Version of the parallel application with MPI
distribute calculations between multiple nodes in
defined network. Application splits available work
between nodes in sequential batches with size M or
M+1 images (count of input images / N,,). Exchange
of the data is minimized, so each node will
send/receive maximum two images after the end of
pre-process stage. First node only sends 1 image,
and the last one receive one image. Average time
need for image exchange in local area network after
10 starts of the application is around 0.02 s for each
exchange and performed synchronization. Total
execution time of each node include overhead from
MPI initialization and communication (images
exchange) and overhead from  OpenCL
initialization.

5. Conclusions

At the end we can make some conclusions
about performance of the estimated applications.
Individual stages of the parallel version on single
node achieved about 15 times speedup compared to
the serial version. Overhead from OpenCL
initialization (~0.859 s) can be earned back after
processing of single pair of images. Distributed
version of the application preserves gained speedup
due significantly small footprint of exchange
operations that involves MPIL. For two identical
nodes in MPI network final speedup of the parallel
version is 7. Depending of number of nodes and
number of input pictures performance of the
distributed version may vary, so the basic objective
in this case is balance between size of batch on each
node and number of data exchange operation
between nodes.
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MMPOTPAMHM CPEJCTBA 3A OCUT'YPSIBAHE
HA HAJIEJ)KJTHA ABTEHTUKALIAS HA
MOTPEBUTEJI PEJI MHOKECTBO ChbPBBLPU

BJIAJIMMUP JJUMUTPOB, IEHULIA LIOHUHA

Pe3stome: B cmamusima ce pasenexcoa npoeKmupanemo u peaiusupanemo Ha npocpamHo
pewienue, Koemo 0a N0360146a Ha NOMpedumein 0a ce gnuuie eOHOKPAMHO 8 MYIMUCHPELPHO
NpUodICeHUe U N0 MO3U HAYUH 0d NOLYYU OOCHBR 00 BCUUKUME M) OMOANe4eHU PecypCu,
KOUMO ce OMHACAM 3d He20, He3a6UCUMO 0N MeCmOononoxcenuemo um. Peanusayusama na
CHPELPA 34 ABMEHMUKAYUS € CPAGHUMETHO ONPOCMEHd, KOemo npeonoiaza MHO20
6B3IMOJCHOCIU 3  pPA3UUPAGAHe HA  (DYHKYUOHATHOCMuUMmME MY U Ocucypséane Ha
OONBIHUMENHA HAOEHCOHOCIMN.

KarouoBu nymm: cwvpswvp sa asmenmuxayus, OAuth, OAuth2.0, moxen, REST apxumexmypa

PROGRAMMING TOOLS FOR RELIABLE USER
AUTHENTICATION ACROSS MULTIPLE
SERVERS

VLADIMIR DIMITROV, DENITSA TSONINA

Abstract: This article discusses the design and the implementation of a software product
that allows a user to make a single sign-on instance into a multi-server application and thus
to gain access of its all remote resources that are referenced to him regardless of their
location. The implementation of the authentication server is relatively simple, which implies
many possibilities for future expanding of its functionality and providing additional
reliability.

Key words: server for authentication, OAuth, OAuth2.0, token, REST architecture

Ha KHOepaTakuTe, Thil KaTO BBIPOCHUSIT CHPBBP €
MaKCUMAaJHO 3alllUTEH W HE € HYXHO CBIIUTE
CpeICTBa 3a 3aIUTAa Ja Ce IPIIaraT U Ha OCTaHAIINTE
CBPBBPH, 3a0TO HHPOPMAIIHATA HA TSIX HE MOXKE 1A
ObIe OTHKIECTBEHA C ONpENENeH IOTPEOHTEI.
ChpBBPHTE 32 aBTEHTUKALWS HAMHUPAT IIPHIOKCHUES
¥ KOraTo CTaBa BBIIPOC 32 () yHKIIMOHATHOCT OT THIIA
SSO (Single Sign-On). B To3u cirydaii BHUCBaHETO C
UME U T[apoja B eOHa CHCTEMa II03BOJIIBA

1. BbBenenne

Benukn  roiemMu  copTyepHH KOMITaHUHU
MOJIBPKAT CBOM ChpPBBP 3a aBTEHTHKaLusA. ToBa ce
Hajmara OT (akTBT, Y€ IIOYTH BCEKH COPTyep
Mpeamnogara ChbXpaHeHHE Ha TOJSIMO KOJIWYECTBO
JaHHA. YecTo MO efHAa WM Jpyra NpUYHMHA TE3HU
JaHHU C€ ChXPaHSABAaT HA MHOXKECTBO OT CBHPBBPH.
ITo TO3M HA4UMH ce MOCTUra CUTYPHOCT, MO-mo0pa
BB3MOKHOCT 32 BB3CTAHOBSIBaHE Ha CHCTeMaTa MpH

BHe3areH npobseM u MoayaspHoct. [lorpeburensr ~ ABTOMATHIHOTO  BIHMCBAaHC — HAa  OIPEACICH
obaue He pas3bupa, ue HUHDOpMAIMATA, KOSATO noTpeduTes B MHOXKECTBO  NPEIBAPUTEIHO
W3I0JI3Ba, C€ HAMUpa HA Pa3IMYHU JIOKALUU, ThU neunupann  apyru  cucremu  [1].  IlomoOna

(1)}’HKL[I/IOH3.J'IHOCT € M3KIIIOYMTCIHO IMOIyJIIpHA B

KaToO AOCTBIBT MY A0 AJAaHHHUTE, KBACTO M Ja CC
COIIMAJTHUTE MPEXKHU U BCUUKU add-on TNPUIJIOXKCHHUA U

HaMupar T€, CC€ OCBIICCTBABA MHIHOBEHO, 0e3

NpexoJ OT efHa cucteMa B apyra. OT Ipyra cTpaHa,
W3I0JI3BAaHETO Ha OTAEJIeH ChPBBP 338 aBTEHTUKALHA
B MOIYJISIPHUTE CUCTEMHU CIIOMara 3a MUHUMH3HpaHe

HUI'PHA, KOUTO TH pa3liupsiBaT, KaKTO U B IIOBEYECTO
rojeMu HMEHII CbPBBPU. Bw3moxHOCTTA 32
H3IO0JI3BAHE Ha ¢€AHa W Cblla PpErucTpanusa B

Copyright © 2018 by Technical University of Sofia, Plovdiv branch, Bulgaria
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MHOKECTBO PA3IUYHU CUCTEMH CIIECTSBA HE CaMo
MOCTOSHHOTO BBBEXKAAHE Ha MME M IMapoyia, HO H
HEOOXOJUMOCTTa  OT  Chb3JaBaHe Ha  HOBa
perucrpanys B JaeHO IPUIIOKEHHE.

Lenta Ha chpBBpa 3a aBTEHTUKAIMA KaTo
yacT OT MYITUQYHKIMOHANIHA CHCTEMa € Ja
CHCTeMaTH3upa Ha eIHAa CIWHCTBCHA JIOKAIUS
BCUYKH TOTPEOUTENICKH JAHHU U J1a TH OTHOCIH OT
OCTaHANUTE  JaHHA B  CHCTEMaTa,  KaTo
CBLIEBPEMEHHO OCHT'YPU CUTYPHOCTTa UM. BhIpeku
TOBa, MOTPEOUTEIUTE HA CHUCTEMATa MPOABIDKABAT
Jla IMAaT JOCTBII JO BCHYKH IAHHU, KOUTO CE OTHACAT
J0 TSIX U KOUTO CE CUMTa, 4e TpsaOBa Ja Moratr na
noctbmBat. [Ipenmnonara ce obade, 4e Ha CHPBBPUTE,
CBHOBPXKAIIM  TsAXHaTa uHpOpMaUUsi, HMa U
uHpopMaIysg, KbM KOSITO T€ HAMAT JOCTBI —
HalpUMep — KOraTto KIHEHT B OaHKa JOCTBIIBA
aKayHTa CH C IeJl MHTEpHEeT OaHKHpaHe, TOH hMa
JIOCTBII CaMO 10 COOCTBEHUTE CH CMETKH, HE U 10
Te3W Ha OCTAHAIMTE KIHMEHTH Ha OaHKaTa.
ChbUIeBpeMeHHO MOTPEOUTEIUTE BEBSKIAT UMETO U
mapoJjaTa CH caMo BeIHEX. ToBa MOCTaBs BBIPOCHT
Kak na pa3depeM KOH KIMEHT Kos WH(popMamms
MOKE J1a TOCTHIIBA, O3 1a 3HAeM IMETO U IapoiaTa
MYy, CJIe KaTo 9acT OT Ta3u HH(popManus ce HaMupa
Ha Jpyr cbpBep. CremoBaTemHO ce Hamara
n300peTsBaHeT0 ~ HAa ~ HAa4YMH, 1O  KOHWTO
MOTpeOUTENUTE ]a MOTaT J1a Ce aBTCHTHKUPAT TIpeN
OCTaHAJINTE CHPBHEPH OT MPUIOXKEHHETo, 0e3 Ia
BBBEXK/IAT MAPOJIUTE CH OTHOBO, C IIEJ OCHUTYpsIBaHE
Ha I0- ToJsIMa 0e30MMacHOCT Ha JaHHUTE FM.

Pemennero, KOETO € TPEIOKEHO €
OasupaHo Ha Spring oAuth? aBTeHTHKaIUsA U Ce
CBCTOH OT TPU OCHOBHH YaCTH:

1. CopBBp 32 aBTEHTHKAIIHSL.
2. CepBBp, B KOWTO CE€ ChXpAHSBAT aHHU -

3. CbpBBD, B KOWTO CE€ CHXpPAHSABAT JTAaHHU -

[loTpeOurenar KOMYHHKHpAa C  TpHTE
cepBbpa upe3 REST 3asBku. CupBBpBT 32
ABTCHTHUKAIUA U CBPBBPUTEC C pecypcu HE
KOM YHHKHPAT IPSAKO IIOMEKIY CH.

Ha ¢urypa 1 e mokazan HaunHBT Ha padora
Ha CBPBBP 3a aBTeHTHKarws. Haii-o0mo kazaHo,
CBHPBBPBT 32 AaBTCHTHKAIMS (YHKIMOHHpA TIO
cienHus HauwH: [loTpeOuTemsT xemae aa TOCTHIN
nHpOpMaII, KOATO CE€ HaMHpa B OCHOBHOTO
MIPUJIOKEHHE. 3a Jia ce CIIy4d ToBa obaue Toi TpsoBa
Jla yIOCTOBEpH CaMOJMYHOCTTa CH. TBH Karo
MOTPEOUTENAT Beye € BBBEN Mapojiata M UMETO CH
IIPU BIMCBAHETO CU B IPUIOKEHUETO, T€ CE Na3AT B
CBPBBPBHT 3a aBTCHTHUKAIIWA. 3a Ja HEC TH BBBEXKIA
TIOBTOPHO IIPU JOCTBII A0 OCTAHAJIMTE CHPBHPHU B
cucreMarta, CbpBbPBT 3a aBTCHTUKAIIMS MY TIOBEPSABA
TaKa HapeueHUsIT TOKEeH. B chI10TO Bpeme, CbpBbPHT

Ha KOWUTO ce Hamupa uHPOPMALUATA, KOSITO
MOTPEOUTENAT CE OMHUTBA Ja JIOCTBIIM, € HACTPOCH
Taka, 4Ye Ja TONAbpXKa U M3HCKBA TOKEH
aBTEHTHUKAIIHS. [MonyuaBaiiku TOKEH oT
norpeOuTeNs, TOM NpOBepsiBa BaJHUJHOCTTA MYy H
Jald € W3JaJIeH OT HEroBHs CBPBBpP 32
aBTeHTUKanus. ToBa ce ciy4Ba upe3 mapoiia, KoiTo
ce Ma3u Ha JiBaTa ChbpPBBPA M C KOSTO € IOJIHCaH
TOKEHBT. AKO Ta3u TMapoia HE ChBIaaa, Ha
noTpeOuTeNs ce 0TKa3Ba JOCTHI 0 HHPOPMAIHSITA,
KOSITO CE€ OMNWTBa Ja JOCThIU. AKO mMapojara
ChBNAJa M TOKEHBT € BaJUJEH, MNOTPEOUTEINSAT
MoJTy4aBa JIOCTHII 10 HHpopManusaTa. Bcexn TokeH
“Ma TpeABapuTenHo  JAeUHUpAH  CPOK  Ha
BanuaHocT. Clell U3TUYaHeTO MY, TOH HE MOXe Jia
ObJIe U3I0NI3BaH MoBeYe [2].

Authentication Server

issueMeToken
k

iveMeToken
ke

lication

A

Que. 1. Pyuxyus Ha copsvY 34 AGMEHMUKAYUSL
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Ha ¢wurypa 2 e moka3zaH CTpyKTypaTa Ha
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Due. 2. Cmpykmypa Ha npunodicerue,
UBNOA36AWO CHPELD 30 AGMEHMUKAYUS

[Ipu npoekTupaHeTo W peanu3anusiTa Ha
MIPUJIOKEHUETO ¢ OOBPHATO BHUMAHKWE HA HSIKOJKO
nporpamuu pemenus [3] [4] [5], npemocrassiu
M3KITFOUMTENIHO HAASKIHA ABTEHTHKALUSA Tpea
MHOKECTBO OT ChbPBBPH. [IpenocTaBeHUTE pelieHus
ca CBI'BTCTBAHM OT MHOXECTBO OMBJIHUTEIHH
(DYHKIMOHAHOCTH, MPSIKO W HEMPSKO CBBP3aHH C
aBTCHTHKAIMATA Ha MoTpebuTenuTe. BaxHo e ma ce
oTOenexH, Je IeHaTa Ha Te3W pPEIIeHHsT He € 3a
npeHeOperBaHe M 4ecTo KOMIIAHUUTE MPEANOYUTAT

Ja UMIUIEMEHTUpAT CBOI CbpBBp 3a aBTCHTUKAIUAA,
KOHTO MakKap M OrpaHu4c€H, C€ OKa3Ba JA0CTa IIO-
CBTHH.

2. ApXMTEeKTYpa Ha NPUJIOKEHH eTO

[IpunoxeHHeTo ce ChCTOM OT 3 YacTH —
CBEPBB 32 ABTCHTHKAIWS U JBa CbPBBPA, HA KOUTO
ce ma3u nHpopmanus 3a norpedurenure. C 1en no-
JIOOpO CTPYKTYPHO IPENCTaBsHE Ha HHPOPMAIUATA,
NPIIOKEHUETO HMUTHpAa CHCTeMa 3a JaHBYHO
JeKJIapupaHe Ha COOCTBEHOCT. ExuHUAT CBHpBEp C
uH(GOPMAIIHS IPEAOCTaBS TOCTHI 10 HEABIKUMHUTE
HUMOTH Ha OTPEOUTE, a APYTHAT — JIO ABIKHMOTO
HUMYIIECTBO.

- DB Server2

DB Server1 —

Authentication

Server Token

Token

Data Protection

End User

2
Que. 3. Apxumexmypa Ha NPULOHCEHUEIO

Ilenta Ha CHPBBPHT 3a ABTCHTHKAIHA € Ja
OCHUTYPH €JMHEH JOCTHIT 10 TPUTE ChpPBBpa, 0e3 jaa
MpeJoCcTaBs  TapojiaTa Ha  MOTpEOUTENnsl Ha
ocranajure nBa. [1o To3u HAYMH TOTPEOUTEICKUTE
JAHHU, KOWTO MOraT Jia C€ OKakaT OO0eKT Ha
XaKepCKU aTakW, Ce Ma3siT Ha EIHO CIWHCTBEHO
MSCTO, KOETO MOXe Ja ObJe JOINBIHHUTEIHO
MOJICUTYpEeHO W 00e30maceHo. 3a CMeTKa Ha TOBa,
uHpoOpMalMATa Ha OCTaHAIUTE NBa CHPBBpPA HE
MOXe Ja OBbJle OTHXKIECTBEHA C JaJeH KIIMEHT, Thil
KAaTO €AMHCTBCHATA KJIMCHTCKA I/IH(I)OpMaHI/IH, KOSTO
C€ Imasu, OCBCH JaHHUTC 3a ABMKHUMOTO WIIH
HEIBIKAMOTO My HMYIIECTBO, € CIy4alHO
reHepupaH HACHTH(UKAINOHEH HOMEP.

)IOCTT)ITI)T Ha C’pr’bp’bT 3a aBTCHTUKAILIUA CC
OCBINECTBSBA IMOCPENCTBOM HMME M Iapoyia, a Ha
CBPBBPUTE C MHPOPMAIUS — TOCPEICTBOM TOKEH-
KpPUIITUpaHa MOpEAnIa OT CHMBOJIH, MOMIHCaHA C
nmapoia, KOsTO yBepsiBa, ue MOTPeOUTENAT HAanCTHHA
€ TO3H, 32 KOT'OTO Ce MpPEeJICTaBsl.

2.1. Use-case UML auarpama

Copyright © by Technical University - Sofia, Plovdiv branch, Bulgaria
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post
information

<<include>> receive
— =Sinclude>> _
token

activate <<include>> receive
user e-mail
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<<include>>

register

Site user

@Due. 4. Use-case ouazpama

2.2. Deployment gmarpama

Database server

http(s)
QO mysql
C  database
Auth server v
N Web S
Client PC o7 Sener
http(s)
Web Browser v
REST
HTML
Jauery /\
http(s)
O mysql
O  database

Na oA

@Due. 5. Deployment ouacpama
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2.3. Interaction nuarpama

credentials ]

User l log in sScreen

enter apphcation

enter credentials

l authentication server I

refresh
aispiay

sSawve credentials

~—*

process{()

-]

Que. 6. Interaction ouazpama

3. Peaauszanusi Ha CbpBbpPa 3a aABTCHTUKAUA

ChepBBpPBT 32 aBTEHTUKANUs € 0a3upaH Ha
Spring oAuth2 pamxara u cnegsa REST
apxutekrypara. Cles CTapTHPaHETO CH, ChbPBBPBHT
ocraBa BKIIOYeH U ouakBa REST 3asBku, kouto na
M3IIBJIHU.

3a cp37aBaHe HA HOB MOTpeOuTeN B 0azara e
HEOOXOOMMO Ja ca TMONBIHEHU 3aJbJDKUTEIHHUTE
noneta ,,ume", ,,paMuus u ,,eneKTPOHHA Toma“.
NneHTr4HOCTTa HA PErHMCTPUPAHUTE MOTpeOUTENH
ce ocurypsiBa OT KoJIoHara email, T.e. He MoraT na
CBILECTBYBAT JIBa UJIV ITOBEYE 3aMKCa C €IUH U CHIIH
ajipec Ha eJIEKTPOHHATA ToIa. 32 BCEKH MMoTpeduTen
ce rerepupa u apromarngyHo UUID (Universally
Unique Identifier — uneHTrduKanmoneH Kof), KOUTO
CBILIO € YHHKAJIEH M CIIOMara 3a OCUTypSBaHETO Ha
Bpb3KaTa MEXAYy ChbpPBbpa 3a aBTECHTHKAIMS H
chpBppuTe 32 uH(DOopManus. [laponmara ce mnasm
KpuntupaHa 4dpe3 xem (Qynknusta SHA-256.
ITaponara e u3BecTHa camMo Ha MOTPEOUTEINS, KOUTO
s € 33/1aJ1 ¥ He € BUIMMa OT 0asara Wil OT JpyTa 4acT
Ha TPUJIOKEHHWETO. 3a JOMMBJIHUTENHA CHT'YPHOCT,
Mpeau KPUNTHPAHETO Ha Iapojiata KbM Hes ce
KOHKaTeHHUpa MPOU3BOIHO T'eHEepHUpaHa IMOpPEeIuIa OT
CUMBOJIM, HapedeHa ,salt”. 3a Bcika mapoma ce
reHepupa mpou3BoiHO HOB salt. Xemmumpanero
MO3BOJISIBA TTO-KBCHOTO YJOCTOBEpsIBaHE, Oe3 /1a ce
a3y mapoJiaTa KaTo HEeKPHUITUPAH TeKCT. Thi Karo
salt crpuHrOBeTE HE TPSIOBA Ja CE TOMHST OT X0para,
T€ HE HATOBapBaT MOTPEOUTEIUTE M CHIEBPEMEHHO
MPENOCTABAT TOMBIHUTEHA 3alIUTa HA TIUIHUTE UM
nanHu. [ToHexe salt cTpUHrOBeTe ca pa3jM4HHU, T
3aIIMTaBaT Hal-Bede YECTO M3IOI3BAHUTE TMApOIH
WM TIOTPEOUTENTUTE, KOUTO WU3ION3BAT SJIHA U ChIIla
mapoia B HIKOJKO CHCTEMU. Brnpekn
WICHTUIHOCTTA Ha MApOJIUTE, XCIIbT UM H3TIICKIa

MO0 KOPEHHO pa3jnyeH HauyWH OJjarojapeHrue Ha
paznuuHus salt.

Crnen perucrparus, MOTPEOUTEINISAT
MOJTy9YaBa MMENIT Ha TIOCOYEHUSI OT HETO aJipec € KOJI
3a akTHBalMA. B ciywail, 4e TOW € aKTHBHpail
aKkayHTa CH C TO3HM KOJ|, 3aliChT B OazaTa 3a TO3H
MOTpeOUTEN Ce MapKUpa KaTo ,,aKTHBEH* Wi ,,1“. B
NPOTUBEH CiIydall MOTPEOUTENAT € HEAKTUBEH H
3amuChT ocTasa ,,0*. HeakTuBHUTE TIOTpEOUTENHN HE
MOrar jia BIIsi3aT B CHCTEMaTa, Thii KaTo Ce CUHTA, Ue
AMEUITBT, KOUTO Ca MPEIOCTABUIIM € IPEIICH WIIN
YK

3asBkaTa wW3mpama kato ToBap (payload)
mapoiata W IIOTBbpJEHATa TMapoja, Ccjieln KaTo
MPOBEPH, Y€ CTOMHOCTUTE WM CHBIAAAT HAIBIHO.
KomsT 3a akTuBanusi, mpeaBapuTEIHO MOIYYEH IO
umeitn, ce mpama karo dact or Request URL B
OCHOBHATa 4acT Ha 3asBKaTa. [Ipu HechBHaieHNE Ha
MapoJuTe, 3asiBKa J0 ChPBBpa H300II0 HE ce mpaiia,
THM KaTo BaTHIALUATA HA CTPAHMIATA C€ TPUXKH 32
KOHCHCTEHTHOCTTA Ha JaHHUTe. M3npaTeHuar koj 3a
aKTHBALlMs B 3asBKaTa Ce CpaBHABA C Te3W B 0Oa3zara
JaHHU W TIpW JIUIICA HAa HEAKTHUBEH IMOTPEOUTEN C
TaKkbB KOJI, CbPBBPBT BPbIla I'PEIIKa.

KonbT, KOHTO ce n3mparia mo UMe ce ma3u
B KojioHata “invitation token”. Toli mpezcraBisBa
CTaHJapTEH MPOU3BOJIIHO I'€HEPUPAH CTPUHT U HE €
MOJICUTYPEH JIOIBJIHUTENHO 4Ype3 alrOpUTMH 32
KpUIITUpaHe, TH KAaTO HE HOCH HHKAKBa Ba)KHA
uadopmanmsa. Kornonara “invitation token expiry
date” wmapkupa TouyHaTa Jara W Yac B KOMTO
BaJIMAHOCTTa Ha Koaa wm3thya. [lo mompasOupane,
BaJIUAHOCTTA € JIBa KaJICHOApPHHU JHU OT JaTaTa Ha
reHepupaHe Ha Kojga KaTo TS Moxe Ja Obae
npomeHeHa. Cieqy aKTUBHpPAHETO Ha  JaJIeH

Copyright © by Technical University - Sofia, Plovdiv branch, Bulgaria
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norpeduren, mojaero B 0a3ara, masemio koja 3a
aKTUBAIUSITa My aBTOMaTHIHO cTaBa null.

OcspiiectBena e wuHTerpauuss ¢ Gmail
aKayHT, KOUTO ce sSIBSIBA U MOJaTell HA UIMEUJIUTE OT
HMMETO Ha MPUWIOKEHUETO

Cnen akTMBHpaHETO Ha MOTpeOUTENs, TOM
BEUe MOXKE J1a JOCTHIIN TPUTE ChPBBpa. Bi3zaiiku B
CBPBBPBT 3a AaBTCHTUKAIUS, TOW aBTOMATHYHO
rojiydaBa JOCTBII W JO JPYTUTE JBa JOCThIIA
MOCPENICTBOM JKETOH — TOKEH, KOWTO OIlle Ce Haph4a
JWT (mxor). JKeroHbT TmpencraBisiBa Ibira
MOpeAniia OT CHMBOJIM, KOUTO Ha TPHB IMOTJEN
M3MIIeKAAT ClIydallHO TeHepupaHu. JKeToHuTe ca
TMOJIMMCAHY OT KJTI0Ya Ha ChPBBPA, TAKa Y€ CbPBBPBT
Jla € B ChCTOSHUE J1a yIOCTOBEpPH, Y€ TOANHUCHT €
3akoHeH. JKeToHWTE ca TpOeKTHpaHu Ja Obaar
komnakTHH, URL-0e30macHu M M3MOJI3BacMU Haii-
Beue B yeO Opay3sp emuHuuHo Bim3ane (SSO)
KOHTEKCT. JKeroHute Morar 1a Ob/1aT IOTBBPICHH H
kpuntupaHu. Te OOWKHOBEHO HWMaT TpPH YacTH:
3ariaBue, MOJIe3eH TOBap U MOJIIHC.

Koncranrtata  0Auth.SECRET KEY e
CBBP3BAIIOTO  3BEHO  MEXIY CBpBBpa  3a
ABTEHTUKALUS W CHPBBPUTE C MHPopManusi. AKO
JKETOHBT € MOJAMUCAH C KOJ, pa3liMieH OT TO3U B
CchpBBHpa ¢ uH(popMaIus, JOCTHITET Ha OTPEOUTEIs
me Opne orkazad. ChIIOTO OM Cce CIY4HJIO M aKo
BaJIMTHOCTTA Ha JKETOHA ¢ m3TekIa. CaMOJIMIHOCTTa
Ha TOTpeOWTENsI C€ YIOCTOBEpsiBA OT HEroBUS
nepcoHasieH uneHtudukanuones Homep (UUID).
[To To3u HauWH ce rapaHTHpa, Y€ BCEKU IOTPeOUTEN
¥Ma JIOCTBIT CaMo J0 coOCTBEHaTa cH MH(OpPMaIIHs,
HO HE ¥ JI0 Ta31 Ha OCTaHAIIMTE MOTPEOUTEINH.

I[BaTa CbpBbpa, HaAa KOHUTO C€ IIa3u
I/IHq)OpMaHI/IHTa Ca  CpaBHUTCIIHO IIPpOCTH 11O
YCTp OMCTBO. Tsaxnara CAUHCTBCHA eI €

ChXpaHEHHE W TpeNocTaBsiHe Ha UH(OpMAIHS Clie]
MOJXO/IAIA aBTeHTHUKANus. Te He Mma3sT mapoyid B
0azaTta cH, eIMHCTBEHHS WIECHTU(UKATOpP, KOUTO Ce
nma3u e UUID unentndukannonen HoMep Ha BCEKH
MOTPEOUTEN, KOUTO CE M3I0JI3Ba, 33 OCHIICCTBABAHE
Ha BpB3KaTa MEXAy MoTpeduTens u nHGopmanusra,
C KOSITO MOXKeE JIa pa3ioJiara OT ChPBbpPa.

TecroBa MmocTaHOBKA TPH PErUCTpanusi Ha
HOB MOTPEOUTEN B CHCTEMaTa € JIOCThITHA Ha aJipec:
https://my.pcloud.com/publink/show?code=XZMQ
Am77ZWJey85DuM7J4]7k9 ADEsISUBowak

4. 3akJIl0ueHne

Pe3ynTarsT OT Tasu pa3paboTka € perieHue
Ha €IMH pa3mpocTpaHeH mpobneM. PasnensHero Ha
MOTPEOUTENICKUTE JaHHH OT PpEecypcUTe, KOUTO
MOTPeOUTENUTE JOCTBIBAT, € OT H3KJIIOYUTEIHO
3HAa4YEHHE 3a ONAa3BAHETO HA MAPOJIU U IPYTH BUIOBE
yyBcTBUTENHA MH(OopMarma [6]. Janed mo-ynobHO
3a moTpeduTeNs e Aa BbBele mapoyiaTa ¥ IMETO CH
CaMoO BEIHBXK, BMECTO HSAKOJKO ITbTH, 32 CHCTEMA,

KOSITO TOJI3Ba HSKOJIKO OTHAJICYEHH ChpBBpa 3a
cbXxpaHeHue Ha nHdopmarui. Pazdupa ce, CbpBBPBT
MOXe€ J]a ce M3IO0J3Ba U 3a MPEXOA MEXAY JIBE WIH
noseve cucreMu U QyHkunoHanHoct oT tuna SSO.
CrpI11€BpEMEHHO OTACIHUSAT CBPBBD 3a
aBTEHTHUKAIIMS 3HAUUTENTHO N0J00psiBa CTPYKTyparTa
Ha KOJa, Thil KaTo (H)YHKLUMOHAIHOCTTA, CBbpP3aHa C
norpeduTenckata MHGOpPMALUA ce Ma3u Ha equH
€IMHCTBEH ChPBBP U HE CE UMIIEMEHTHPA Ha BCEKH
OT PECYPCHHUTE CHPBBPH.

Peanuzanusara Ha chbpBbpa 3a aBTEHTUKALIUS
€ CpPaBHHUTEIHO ONPOCTEHa, KOETO Mpearoara

MHOTO  BB3MOXKHOCTM 33  paslIMpsBaHe Ha
(YHKIMOHAIHOCTUTE MY M OCUTypsiIBAaHE Ha
JONBJIHUTENIHA ~ HAaAKIHOCT U yA0OCTBO.

OmnpocTeHata peanusalyss HE BOIU 1O 3aryba Ha
€(QEeKTUBHOCT, ThI KaTO KIIOYOBUTE aITOPUTMH 32
MOANMCBAaHE M YJOCTOBEPSABAaHE Ha NPOU3XOAa Ha
uH(OpMaIuiTa ca UMILIEMEHTHPaHH.

[IporpaMHara uUMIUIEMEHTAlMA HA CHPBbpa
3a aBTEHTHKAllUsd JaBa BB3MOXHOCTH 3a ObIELio
pa3BUTHE Ha uaeaTa. Bp3MOXKHO € U3MOI3BAHETO Ha
MO-HAISKACH alNrOpuUThM 3a IMOANUCBAaHE Ha
KETOHUTE, KaKTO U KPUITHPAaHE Ha LEJNHSA KETOH
Ipeau M3NpalllaHeT0o MYy U JEKpUIITUpaHe Clen
[0Jy4aBaHETO My. JlONBbJIHMTENHA CUTYPHOCT OT
TO3M TUII 00aue OM yBeTUUYMiIa BpEMETO 3a U3/1aBaHe
Ha JKETOH, KOETO Hajiara JONbJIHUTENIHa padoTra C
L1eJ1 ONITUMM3ALUs Ha TIpolLieca B yCIIOBUATA HA OaBHU
KIIOYOBE M Oll€ €IHa CTBIIKa C KPUITUPaHE U
JIeKpUITHPAHE.
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TESTING AND DIAGNOSTICS OF COMPUTER
SYSTEMS

ATANAS KOSTADINOV

Abstract: This paper presents some important aspects of the educational process in testing
and diagnostics of computer systems subject in Technical University — Sofia, Plovdiv
branch. Many years we teach to the students how to deal with computer systems problems
and especially with personal computers ones. We hope that received, refreshed and
obtained knowledge in above-mentioned subject could help the computer specialists to
diagnose and eventually to solve some simple problems which could be appeared in the

computer Systems.

Key words: testing, diagnostics, computer systems, personal computers, syllabus, sofiware

and hardware tools

1. Introduction

Testing and diagnostics of computer
systems (TDCS) is a compulsory elective subject in
Technical University — Sofia, Plovdiv branch.
Similar courses could be found in different
universities, as well as professional education
institutions in abroad [1, 2, 3, 4, 5, 6, 7, 8, 9].
This specific knowledge could be used in order to
be performed diagnostics and eventually to be
solved some simple problems which appeared
during computer systems work [10, 11].
Small number of students can continue increasing
your knowledge and experience in case of working
as personal computer (PC) support engineers.

Some years ago, a laboratory manual was
published [12]. Because the content of this
publication is a quite large, it could be used in
lectures, too. Our experience shows that this subject
is interesting for the students. Most of them pass the
written exam in the form of test from the first time.
Small group of students must appear for the second
and third time in order to pass the exam.

2. Diagnostics of computer systems

In this section of the paper a short
information about the lectures and laboratory
exercises topics of TDCS will be given. In the
lectures as well in the laboratory exercises the
testing and diagnostics of computer systems main
components are presented. In every computer
system they are the processor (Central Processing
Unit — CPU), the memories, the video subsystem,
etc. In the next lines will be given information about
these components, their diagnostics and used test

programs. All main PC components are tested
during the POST  (Power-on  self-test).
Unfortunately, this initial test does not guarantee
that if the component passes the test everything is
OK. There are additional comprehensive tests
which could find more problems than the
above-mentioned one.

2.1. Processor diagnostics and test
programs

As processor tests are used different tasks
and corresponding programs. They could be as
example calculating complex matrix, calculating Pi,
fast Fourier transformation, different sorting
algorithms, etc [13]. In order to be performed
above-mentioned tests, we should have at least a
partially working PC.

There are additional CPU tests as burn-in
and stability ones. They very heavily load the
processor and due to that the more power and heat
are generated. During work of these test programs,
it should be observed the temperature of the CPU.
The results of testing the microprocessor are
presented in Fig. 1 [13].

=1}

Fig. 1. CPU testing
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2.2. RAM (Random Access Memory)
diagnostics and test programs

RAM is another very important PC
component. RAM test includes write, read and
compare operations [12, 14] realized with help of
previously checked CPU. In every of the memory
cell is written a digital value called sample. Then is
performed memory read operation. These two
numbers (written and read ones) are compared each
other. If there is no difference between them, we
could expect that the checked memory cell is
working properly otherwise it will be a problem
with this cell.

In this way, it have to be checked every of
the RAM cell. It is possible after finishing the test
to be started new one again (next pass) or the tests
to be started one by one for a given period of time.
A special case is using the DOS (Disk Operation
System). This operating system is smaller than
others used in the PCs today. The test program can
check a part of RAM, and then DOS could be
loaded in the verified cells. Using this approach, it
is able to be tested all available memory cells.

A part of RAM testing using Windows
operating system is shown in Fig. 2 [14].

3 RAMTester: 0 errors — *
Physical Memory (Mb)
Memory to test: e Memory available: 3266
Memory total: 5721
Settings
Errars limit: 0 e Testing method: | shuffiing ~
Time limit {hrs): 0 2| Process priority: | normal ~
Work theads: one
Log testing |:| Minimize on Start
Alarm on error [ Hide when minimized
[ High memory
Status
Errors found: 1] Cydles: 1]
Time elapsed: 1] Checked (%a): 1]

Fig. 2. RAM testing

2.3. HDD (Hard Disk Drive) diagnostics and
test programs

Hard disk drive is another type of
nonvolatile memory. The very large capacity of
contemporary HDDs has able to store an extremely
big amount of digital information (terabytes).
Hard disk drive contains the operating system as

well different types of software as example software
drivers, application programs, files with the results
of application programs, Internet files, etc.

There are two major producers of HDDs —
the American firms Seagate and Western Digital.
Based on this, the different test programs are able to
be used in PCs. In Fig. 3, the results from Western

Digital Data LifeGuard Diagnostic [15] test
program for Windows operating system are
presented.
L
Have you tried?
Knowledge Base and FAQ [ iAiD |
- support.wdc.com/kb.asp
'ﬂw B00-ASK-4WDC (US and Canada Only) M
B & DLGDIAG - QUICK TEST Help
Physical Drive: Highlight nt-click for more options.
Drive # Mol @ Physical Drive 1 V SMART Status
=2 STI000LMOZ  Tegt completed successfully. W PASS
Close
Estimated Time: 2 minute(s)
Elapsed Time: 00:02:16

Logical Drive:
Drive # File System
aa O\ NTFS

Total Space
998.66 GB

Free Space
879.26 GB

Fig. 3. HDD testing

2.4. Video subsystem diagnostics and test
programs

Main components of the PC video
subsystem are the video card and the monitor.
The video processor located on the video card could
be tested using different programs. Video RAM
memory which is another major component of the
video card is able to be tested as it was explained in
previous paragraph especially using write, read and
compare operations. This type of testing is
presented in Fig. 4 [16].

¥ video Memory stress Test v1.7.116 X
Information Progress
Total memory: 33,554,432 | Current test: DLE
Used memory: 4,196,352 | Test stage: IDLE 2540f 254
Device name: Intel(R) HD Graphics
video mode: 1366x768x%32
Satistics
Testtine: 00:0%:15 Pass remaining: N/A Pass count: 1 Errors found: 0
Results
Changing video mode to €40x480xl€é...0K
[28-Mar-18 12:1€:18 DM] Test started for "Primary Display Driver {Intel(R) HD Graphics
Trying lébpp RGB:SES mode...OK
Trying lebpp RGB:555 mode...NOT SUPPORTED (Code: 800040011
Trying lébpp BGR:5€S mode...NOT SUPPORTED (Code: 20004001)
Trying 32bpp RGB:288 mode...OK
Trying 32bpp BGR:888 mode...NOT SUPPORTED (Code: 800040011
[28-Mar-18 12:17:33 DM] Pass completed (0 errors found).
< >
Manage
[~ Continous test! ¥ Logerrors ¥ Fie log I” Beepif errors found
Test options
Test type: Directt =] Testset: Full -] Go to YMT homepage
Device: Primary Display Drivi = | ¥ Inore colors bit mask
Start
Surfaces size: 1024 =| x 1024 ~| [~ Use onscreen buffer

Fig. 4. Video RAM testing
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The PC’s video monitor can be tested using
specialized and  vendor-specific ~ software.
These utilities are able to check the colors,
geometry of the screen, convergence of the pixels,

) PASSMARK RATING

§ & PassMark Rating (PerformanceTest 9.0)

CPU Mark

color gradients, color spectrum, etc. In Fig. 5 [17] T 2798 ..
are shown the test results of the concrete video o 1115.2 [ E -
. 20th Percentile
monitor. — w 30 Graphics Mar
| 3106 e
§  This is a COMPLETE result with ALL tests executed. EGT‘,‘ Mark
a MonitarTest - Evaluation version - X Disk Mark
“ideo Info .544-2 st percensie

Color bits per pixel |32

Mumber of colars 16777216 [True Color)

Video driver [DESCRIPTION

MANUFACTURER:
Intel(R] HD Graphics
105:

Horizontal resolution | 1366 at 96 dpi BIOS:
Intel Video BIOS
Wertical resolution 768 at 96 dpi DATE:
m/16/20
Total number of pivels 1043088
Refresh rate  [B0.0Hertz Pixel aspect ratio | 1.00 (square]

Interlaced display (Mo Screen aspectratio |1.78

Test canfig
Select Monitor Test &l Monitors [
‘MUHI[DI 1. "Genenc PrP Monitor'" on Intel[R) HD Graphics ﬂ
Select video mode Select test
[1366x 768 - 32bpp - B0 Hetz | [all Tests ~|
[ Loop Test 3 [~ Show video made details
I~ Use script |
Start Help About | Exit ‘

Fig. 5. PC'’s video monitor test results

3. Benchmarking computer systems

The benchmark tests are very often used in
order to be measured the performance of the whole
computer system or the performance of the PC
building components [18]. The benchmarking tools
are consisted usually of one program or a set of
programs used in the process of performance
evaluation of computer systems [19]. The different
metrics could be used [20] as final results. They are
able to be MIPS (Million instructions per second),
FLOPS (Floating-point operations per second),
MB/s and so on. The results of the benchmarking
can be used in comparison between different
computer systems and also between different PC
components. In order this evaluation to be correct
should be applied the same test programs and the
same version of the benchmarking software.

In Fig. 6, 7, 8 and 9 are presented the test
results received from benchmark tool [21] which
evaluate the performance of the whole computer
system, disk and video subsystems.

& DISK MARK
? 6’ Your Disk vs the world

o
a0 -

RERUN

RERUN
2D MARK

26th Percentile
RERUN
3D MARK

o 631

. Diskc Sequential
Disk Mark e

RERUN

88
Disk Sequential
Read

RERUN

Your Disk Mark score
631 [5

Percentile

4
Disk Random Seek
o

RERUN

CD/DVD - Read

Fig. 7. Disk subsystem benchmark results

& 2D GRAPHICS MARK

é-\’ #’ Your Video Card vs the world

oassuaRe
1110 .
Ty reentic

RERUN

2D MARK

402

26th Percentile
RERUN

3D MARK

402 | sivevecos

RERUN
59

Complex Vectors
RERUN

2D Graphics Mark
RERUN

raphics

143
FontsandTest  Image Filters
RERUN
528
Image Rendering
RERUN

Direct 20
RERUN

Interface

Fig. 8. 2D Video subsystem benchmark results
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& 3D GRAPHICS MARK
? & Your Video Card vs the world

PASSMARK

n o

10 |

GPU Compute

Graphics Mark | oo

.m ;
T
ile:
N DirectX 9 DirectX 11
ek R
a0
N 3 Dire
ISK MARK L L

ectx 12

Fig. 9. 3D Video subsystem benchmark results

4. Conclusions

In this paper, some important aspects of the
educational process in testing and diagnostics
subject are presented.

This bachelor’s compulsory elective course
is very suitable for our students, because they have
to learn or have to refresh their knowledge in
above-mentioned topic.

The computer systems are very complex
structure consisting of many different hardware and
software components.

The obtained and refreshed skills will help
the students to diagnose and eventually to solve
some problems which could appear during
computer systems work.
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CUMYJIMPAHE HA APXUTEKYPA XUIIEPKYbB
B ITAPAJIEJTHOTO TPOI'PAMUPAHE

M. TIIOITIOBA, K. MAPUHYEIIKHU, M. MAPUHOBA

Pestome: Ilapanenna cucmema c MHO2O npoyecopu modice 0a Ovoe uzoepadeHa Ha bazama
Ha apxumexmypama Xunepky6, Kosamo e eoHa om Haui-egpekmugrume 6 obnacmma. Bceku
npoyecop 8 mpedcama KOPechoHOUpa ¢ ocmananume upe3 CvboOwWeHus u maxa ce
onpedenam u usnvIHAGamM 3adayume. Bp3vkume 6 cucmemama ca usepadenu Ha
NPUHYUNHA HA KYO ¢ N-usMepeHus, Kamo Ha 8cexku epvx uma npoyecop. Konyenyuama na
Xunepxyba u aneopummume, C6bP3AHU C HE20, €A PA3ZbDHAMU & MO3U OOKYMEHM.
Cumynupanemo u uscneosanemo Ha xunepkyd cucmema ¢ 64 8v3ena e u3BbPUIEHO CbC
cogpmyepa OmNet++.

Kuaro4oBu aymu: napanenna cucmema, Xunepkyo, pv3xu, npoyecop, 8vsen, OmNet++

SIMULATING HYPERCUBE ARCHITECTURE IN
PARALLEL COMPUTING

M. POPOVA, K. MARINCHESHKI, M. MARINOVA

Abstract: A parallel computer system which includes many processors can be based on the
hypercube architecture. In this network each processor has only local memory and sends
messages to the others for coordinating the tasks. Connections are built on the concept of
an n-dimensional cube with a processor at each vertex. In this paper you can get familiar
with the concept of the hypercube architectures and its algorithms. A simulation of a 64-

© International Scientific Conference on Engineering, Technologies and Systems

node hypercube was done with the program OmNet++.

Keywords: parallel computer system, hypercube, connections, OmNet++

1. YBog
Xumepky6 cumcremata CBBp3BAa  MHOTO
HpOI.[CCOpI/I, KOHUTO numar MO,Z[YJ'II/I IIamMeT nu

pasnpenensT INpaBUIHO [JaHHUTE II0 TPECETO.
JBonyHuTe  ABpBETa  MMarT  JIOTAPUTMHUYEH
IaMeThp, HO MAJIKO Pa3NoNoOBsIBaHE, & XUIIEPKYObT
“Ma MHOTO MO-TOJISIMO Pa3MoJIOBsiBaHe. XUNepKyoa
€ pelleTKa ¢ MakCUMaleH Opoll U3MepeHus paBeH
Ha: g = log, p. C yBenuuaBaHe Ha W3MEpEHHATA
CTaBa MO-TPYAHO Ja C€ BHU3yalM3Upa U Ch3AAne
QITOPUTBbMa 3a pPELIeTKaTa, HO KaTo Ce H3I0JI3Ba
JorapuThMa Ha XHIEpKyOa HeIaTa ce OmpOCTSBAT.
Bceeku xumnepkyd Moxke aa cbabpka 3-4 wiam 1opu
[I0OBEYEe M3MEPEHUs, KOUTO CHOTBETICTBAT Ha
CTEIlEHUTE Ha JIBOMKara B cieiHara GopMmyia: p =
2%, B Hamus ciy4ail e pasriegame Ky0, KOUTo ce
cbcron OT 6 Ha Opoil m3MepeHus, CbOTBETHO 04

3BeHA. AKO HM3MOJI3BaMe JIBOMYHA OpOiHA cucTeMa
3a HOMEpHUpaHEe Ha BB3JIUTE, TO TOraBa, 4pe3 gray
code HOMepUpaMe ChCeIUTE Ha BCEKH €MH Bh3ell.

@ue. 1. Homepupane na ev3iume 8 xunepxyoa
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Due. 2. Xunepxybd 6-D c 64 év3ena

2. Pa3iu4yHu HAYUHU 32 COPTUPAHE U
o0Xx0K1aHe

HNma HIKOIKO BHJIA COPTUPOBKH, KaTo
BCEKH OT TSIX CH WMa cBouTe ocobeHocTn.ToBa ca
HarpuMep Bitonic sorting, randomized. Te ca
pa3BUBaHU TIPE3 PAJIUYHU TEPUOAM OT BpEME H
HMaT pa3inyHO Bpeme 3a peanuzauus. Mma 3
KaTeropuH Ha MPAKTHYHO COPTHPAHE:

1. Deterministic 1-1, O(log’p)-time

2. Deterministic k-k, optimal for n >> p —
(noazsea ce npu 8UCOKU CMOUHOCIU HA K)

3. Probabilistic (1-1 or k-k)

OOX0K/IaHETO MOXKE JIa C€ OCBIIECTBU 10
HAKONKO HauumHa off-line — koraro mpTHIIATa ca
3a/laficHd B TaOJWIM TIpeIBapUTENHO U on-line —
KOraTo CE¢ M3UMCIISIBAT 110 BPEME Ha peaau3alusara.
Oblivious — IIpTs 3aBUCH caMO OT HadvajgHATa U
KpaifHaTa Touka (MOXe J]a ce yBEJIMYH BPEMETO 3a
U3ITBJIHCHUS U HE Ce MpenopbuBa), adaptive — Biusie
Cce OT BPB3KUTE MEXJYy 3BeHaTa. T'bd Karo Ipu
XUIEPKy0a MMa MHOTO BPB3KH, TOBa I103BOJISBA
MHOT'0 HAYMHU 33 U3YKCIISBAHE HA IIbTHUILATA, KOSTO
OCHUTYpsiBa BKJIFOUBAaHE HAa IIOBEUYE MPOIECOPH B
paborata, a He eIHH Jla ca I0-HATOBApEHU OT
OCTaHaJHTe.

Due. 3. Ilpumep 3a 000po pasnapapenssane Ha
3a0auume, uznonssaiixku butterfly network 6
pazevpram 8uo Ha Kyoa(yiecHasa eu3yaiu3ayusima
Ha nomsi)

CrorBetHHs Xunepkyo e ¢ 27 pemose u q+1
KOJIOHHU, KaTo q B ciydas e 3. Ilpu xybOoBe ¢ mo-
rojsiMa pa3MepHOCT PacTe q U ChOTBETHO PelOBETE
U KOJIOHUTE.

0 dim0 o~ dim1 o~ dim2 0

2 2
3 3
4 4
5 5

B AV A
7 @ 9 \C) 7
0 1 2 3

Due. 4. Heyoauen npumep 3a usbupane Ha
nemuwa

faulty
nodes

Destination

Due. 5. Tyk ce 3abensszea kax uzenexncoa 6 KyouueH
6UO0 U3OUpaAHemo HA NbM 8 XUNepKyoba npu
aoanmueHo 00xodxicoane.

3. Peanuzanms ype3 Omnet++

Number Omnet++ IDE e 0a3upano Ha
Eclipse u padotu kakro mox Linux OC, Taka u 1o
Windows. To# wuma OMOIHOTEKHM, KOHWTO ca
KOMITIOHEHTHO ©Oazmpanu Ha C++ W ce u3moi3Ba
[JIABHO 32 MpPEeKOBH cuMynanuu. Hait decto
m3nom3Banus  framework ma Omnet € wuMeEHHO
INET, koiito mnpemiara pa3HOBUIHH MPEKOBU
npotokoiau kato MANET wunu IPv6. M3nonssar ce
chino Taka cnenuduunun NED daitnose, B KOUTO ce
neuHUpaT KOMIIOHEHTHTE Ha Mpekara. Bceku
TakbB (Daii uMa 2 BUJa W3TICIH:



W

ypercuseNode (interce)

Hypercube

]

e ©

ode[2+gim] : ke IHypercubeNode
lerfac o o
Source:

@Duz. 6. Source view u Design view. B Design view

Mo2am 0a ce HapexNcoam KOMNOHEHmume, KOumo

0a cbomeemcmeam Ha ONPeOeiIeHama 102uKd u 0a
2eHepupam Koo 8 source view

“module Hypercube

parameters
int dim;
string nodetype;
submodules :
node[2+din]: <nodetype> like IHypercubehode {
parameters
address =
dim = dim;

index; // nosuyusma wa modyaa 8 (2°dim)-pazmeper Bexmop

connections:

_z+dim-1, for j=0..dim-1 {
(# o3nauaba noSumot XOR)

Hu caysu, 30 0 He cOuprenm gate u run Obeme nocowu
Lport[3] <--> node[1#(1¢<3) ] port[3] if (i < i#(1¢<3));

Due. 7. Ppaemenm om Kooa, Kacaeuy elasHUs
MOOYI Ha npozpamama

= module HypercubeNode like IHypercubeNode
= parameters:
int address;
int dim;
display("i=block/circle;is=vs");
gates:
inout port[dim];
submodules:
gen: HCGenerator {
parameters:
numstations = 2*dim;
address = address;
iaTime = default(exponential(ls));
@display("p=82,82");

b
sink: HCSink {
parameters:
address = address;

@display("p=176,82");

b
rte: HCRouter {
parameters:
address = address;
dim = dim;
@display("p=125,171"};
gates:
in[dim];
out[dim];
b
= connections:

gen.out --»> rte.fromGen;
sink.in <-- rte.toSink;
for i=@..dim-1 {
port§i[i] --» rte.in[i];
portfo[i] <-- rte.out[i];

-177

Iemrmr—

node(2n]

@ue. 8. B nawama cumynayus 6b3npoussedicoame
Ky0 ¢ 6 usmepenus u 64 év3ena.

Due. 9. Ilpu nes ce naboOasa 00X0IHCOAHEMO HA
scexu edun 6v3en. B noea ce noxassea écaxo eono
HACMBbNeawo cvoumue(event) u epememo, Koemo e
OMHENO 3a He2080MO UNBIHEHUE.

4. 3akiaouenne

IIporpamara, KOSITO pasriexuame
pasmoJiara ¢ MHOTO BB3MOKHOCTH M € MOAXOJAIIA
32 CUMyJIMpaHE Ha  MapajellHd  CHUCTEMH.
IIporpamaTta ce  uW3mOI3Ba  NPEAWMHO 32
o0Opa3oBaTeIHM LEIM M JaBa BB3MOXKHOCT 3a
BB3IIPOU3BEIKHE HA Pa3HOOOpPA3HH TOMOJIOTUH B real
time, IpU KOETO MOXE Jja c€ HampaBh OOCKTHBHA
IpereHKa 3a Obp30aeiicTBHETO U eeKTUBHOCTTA Ha
CHUCTEMATA.

5. M3TOYHHIIHN
1. https://www.omnetpp.org/doc/omnetpp/tictoc-
tutorial/part].html
2. https://en.wikipedia.org/wiki/OMNeT%2B%2B

3. https://www.ece.ucsb.edu/~parhami/pres_folder/f32-
book-parallel-pres-pt2.pdf
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USING GRAPHIC PROCESSING UNITS FOR IMPROVING
PERFORMANCE OF DEEP LEARNING PROCESSES

TEODORA HRISTEVA, SPAS TOMOV, MARIA MARINOVA

Abstract: GPUs have proven to be significantly important for deep learning because
they can process lots of little bits of data in parallel and deep learning networks are
designed to analyze massive amounts of data at speed. GPU-accelerated computing
has now grown into a mainstream movement supported by the latest operating systems.
We made an experiment running a neural network on CPU and GPU alternatively to
prove the performance advantages of using GPUs for deep learning tasks.

Key words: deep learning, CUDA, GPU, TensorFlow

1.INTRODUCTION

The GPU’s advanced capabilities were
originally used primarily for 3D game rendering. But
now those capabilities are being harnessed more
broadly to accelerate computational workloads in
areas such as deep learning, financial modeling,
cutting-edge scientific research and much more.
GPUs are optimized for taking huge batches of data
and performing the same operation over and over
very quickly, unlike PC microprocessors, which tend
to skip all over the place.

Architecturally, the CPU is composed of just few
cores with lots of cache memory that can handle a
few software threads at a time. In contrast, a GPU is
composed of hundreds of cores that can handle
thousands of threads simultaneously. The ability of a
GPU with 100+ cores to process thousands of threads
can accelerate some software by 100x over a CPU
alone. What is more, the GPU achieves this
acceleration while being more power- and cost-
efficient than a CPU.

In the PC of today the GPU can now take on many
multimedia tasks, such as accelerating Adobe Flash
video, transcoding (translating) video between
different formats, image recognition, virus pattern
matching and others.

\
Application Code
e —
] —
U —
(O o . -
| Cm— | oS
GPU Functions —— CPU
L —— ‘ ‘
ll
L —
Fig. 1. GPU computations
2.PROCESS DESCRIPTION

2.1 CUDA architecture

CUDA is a parallel computing platform and
application programming interface (API) model
created by Nvidia. It allows software developers and
software engineers to use a CUDA-enabled graphics
processing unit (GPU) for general purpose. The
CUDA platform is a software layer that gives direct
access to the GPU's virtual instruction set and parallel
computational elements, for the execution of compute
kernels.

The CUDA platform is designed to work with
programming languages such as C, C++, and Fortran.
This accessibility makes it easier for specialists in

Copyright © 2018 by Technical University of Sofia, Plovdiv branch, Bulgaria
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parallel programming to use GPU resources, in
contrast to prior APIs like Direct3D and OpenGL,
which required advanced skills in graphics
programming.

The graphics processing unit (GPU), as a specialized
computer processor, addresses the demands of real-
time high-resolution 3D graphics compute-intensive
tasks. Recently GPUs had evolved into highly parallel
multi-core  systems allowing very efficient
manipulation of large blocks of data. This design is
more effective than general-purpose central
processing unit (CPUs) for algorithms in situations
where processing large blocks of data is done in
parallel.

Here is an example of CUDA processing flow:
- Copy data from main memory to GPU
memory
- CPU initiates the GPU compute kernel
- GPU's CUDA cores execute the kernel in
parallel
- Copy the resulting data from GPU memory to
main memory
The CUDA platform is accessible to software
developers through CUDA-accelerated libraries,
compiler directives such as OpenACC, and extensions
to  industry-standard  programming languages
including C, C++ and Fortran.
In addition to libraries, compiler directives, CUDA
C/C++ and CUDA Fortran, the CUDA platform
supports other computational interfaces, including the
Khronos Group's OpenCL, Microsoft's
DirectCompute, OpenGL Compute Shaders and C++
AMP.Third party wrappers are also available for
Python, Perl, Fortran, Java, Ruby, Lua, Common
Lisp, Haskell, R, MATLAB, IDL, and native support
in Mathematica.

In the computer game industry, GPUs are used for
graphics rendering, and for game physics calculations
(physical effects such as debris, smoke, fire, fluids).
CUDA has also been used to accelerate non-graphical
applications in computational biology, cryptography,
machine learning and other fields.

CUDA provides both a low level API and a higher
level API. The initial CUDA SDK was made public
for Microsoft Windows and Linux. Mac OS X
support was later added in version 2.0.[13] CUDA
works with all Nvidia GPUs from the G8x series
onwards, including GeForce, Quadro and the Tesla
line. CUDA is compatible with most standard

operating systems. Nvidia states that programs
developed for the G8x series will also work without
modification on all future Nvidia video cards, due to
binary compatibility.

Processing flow
on CUDA

Fig. 2. Processing flow on CUDA

2.2 Pascal architecture

Pascal is the codename for a GPU
microarchitecture developed by Nvidia, as the
successor to the Maxwell architecture.

Architectural improvements of the GP100
architecture include the following:

- In Pascal, an SM (streaming
multiprocessor) consists of 64 CUDA cores. Maxwell
packed 128, Kepler 192, Fermi 32 and Tesla only 8
CUDA cores into an SM; the GP100 SM is
partitioned into two processing blocks, each having
32 single-precision CUDA Cores, an instruction
buffer, a warp scheduler, 2 texture mapping units and
2 dispatch units.

- CUDA Compute Capability 6.0.

- High Bandwidth Memory 2 — some
cards feature 16 GiB HBM2 in four stacks with a total
of 4096-bit bus with a memory bandwidth of 720
GB/s.

- Unified memory — a memory
architecture, where the CPU and GPU can access both
main system memory and memory on the graphics
card with the help of a technology called "Page
Migration Engine".

- NVLink — a high-bandwidth bus
between the CPU and GPU, and between multiple
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GPUs. Allows much higher transfer speeds than those
achievable by using PCI Express; estimated to
provide between 80 and 200 GB/s.

- 16-bit (FP16) floating-point
operations (colloquially "half precision") can be
executed at twice the rate of 32-bit floating-point
operations ("single precision") and 64-bit floating-
point operations (colloquially "double precision")
executed at half the rate of 32-bit floating point
operations.

- More registers — twice the amount of
registers per CUDA core compared to Maxwell.

- More shared memory.

- Dynamic load balancing scheduling
system. This allows the scheduler to dynamically
adjust the amount of the GPU assigned to multiple
tasks, ensuring that the GPU remains saturated with
work except when there is no more work that can
safely be distributed to distribute. Nvidia therefore
has safely enabled asynchronous compute in Pascal's
driver.

- Instruction-level  and
preemption..

thread-level

2.3 TensorFlow
TensorFlow is an open-source software
library for dataflow programming across a range of
tasks. It is a symbolic math library, and is also used
for machine learning applications such as neural
networks.

TensorFlow was developed by the Google
Brain team for internal Google use. It was released
under the Apache 2.0 open source license on
November 9, 2015.

TensorFlow is Google Brain's second
generation  system. While  the  reference
implementation runs on single devices, TensorFlow
can run on multiple CPUs and GPUs (with optional
CUDA and SYCL extensions for general-purpose
computing on graphics processing units). TensorFlow
is available on 64-bit Linux, macOS, Windows, and
mobile computing platforms including Android and
i0S.

TensorFlow computations are expressed as
stateful dataflow graphs. The name TensorFlow
derives from the operations that such neural networks
perform on multidimensional data arrays. These
arrays are referred to as "tensors".

EXPERIMENTAL TEST

For our experiment we used:

- 64-bit desktop

- Windows 7

- GPU with Pascal architecture

- CUDA® Toolkit 9.0.

- Python 3

- TensorFlow

- Iris flower data set — a popular data set,
introduced by Ronald Fisher

We created a program that makes the following steps:
- Import and parse the data sets.

- Create feature columns to describe the data.

- Select the type of model

- Train the model.

- Evaluate the model's effectiveness.

- Let the trained model make predictions.

We executed the program using the computer’s CPU
and then run it again, this time using the GPU and
measured the time of execution in both cases.

RESULTS

The result are as follows:

CPU-GPU
Computation time

20

2

E 15

=

g 10

s 5 5

o) I

1 2

CPU GPU

Fig. 3. Results from the experiment

We received 18 minutes when running on CPU and
only 2 minutes on GPU.
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3. CONCLUSION

Using GPUs is for deep Ilearning
computational task is a good way to gain speed and
greater performance. GPUs have proven to be
significantly important for deep learning because they
can process a lot of data in parallel and neural
networks are designed to analyze massive amounts of
data at speed. GPU-accelerated computing has now
grown into a mainstream movement supported by the
latest operating systems. The reason for the wide and
mainstream acceptance is that the GPU is a
computational powerhouse, and its capabilities are
growing faster than those of the x86 CPU. Our
experiment shows that GPUs can be significantly
helpful in the complex computations in the neural
networks.
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MOBILE CROWDSOURCING FOR VIDEO
STREAMING

GEORGI ILIEV

Abstract: This paper focuses on the concept of collective internet activities, known as the
crowdsourcing paradigm. A general architecture of a mobile crowdsourcing system for video
data streaming is proposed. The implementation of the idea in Footlikers platform is
presented with extended capabilities for real-time broadcasting and receiving amateur
football match video. A key software part of the system is a mobile application with iOS and
Android support, which permits the users of the Footlikers platform to live stream picture
and sound from football games to other users using the application. The proposed
crowdsourcing architecture is realized using main client-server (Footlikers.com) and
WOWZA video streaming engine, deployed on Amazon EC2 machine. Results of the program
realization of the developed system prototype are presented, intended for amateur football
competitions based and organized in France, Belgium and Luxembourg.

Key Words: mobile application, crowdsourcing architecture, Amazon Compute Cloud
(EC2), Representational State Transfer (REST)
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1. Introduction

Modern ICT and software applications
provide great opportunities for communication and
information sharing. When such activities are
performed by organized groups of users to achieve a
common goal (with or without payment), they refer
to the crowdsourcing category. Crowdsourcing finds
application in a variety of areas of practice, from the
use of collective work of the crowd through social
network platforms such as Wikipedia (from 2001),
Freelancer (from 2004), Facebook and Twitter to
areas like urban surveillance [1], environmental
sensing [2], disaster management [3], crowd
intelligence [4], and more. The crowdsourcing
paradigm finds growing interest and development in
the scientific literature. New concepts, principles and
classifications are being developed to build and
operate crowdsourcing platforms, systems, tools and
services [5, 6].

In the field of mobile services and
crowdsourcing systems there is a huge amount of
publications (see [7, 8, 6] and the literature cited
there). Specifically, they concern the development of
standards, concepts and tools for creating and
sharing movies and videos in the context of mobile
crowdsourcing and the Big Data paradigm, in which
this type of information is included. Overviews of the
current state of development and future challenges
associated with the processes of video streaming,
main architectures and services adopted over the

years for streaming live and pre-recorded videos,
including the internet of things paradigm are
presented in [8]. More aspects, including necessary
RESTful web-services and cloud computing could
be found in [10, 11].

The aim of this study is to propose a concept
and architecture for the creation of a mobile
crowdsourcing system which provides the extended
features for live broadcasting and receiving amateur
video from the football matches. An implementation
is developed as a mobile crowdsourcing application
in the frame of the social network platform
footlikers.com [12]. An application in the same field
but without crowdsourcing is described in [13].

2. General architecture for mobile video
crowdsourcing

Designing a crowdsourcing system for video
streaming from mobile devices to other mobile
devices involves the development of a specific
architecture and a mobile application for quality
transmission of information. To achieve greater
flexibility and parallel asynchronous video
processing, the system is expected to work in cloud
environments.

We propose the concept of general
crowdsourcing architecture in the case of mobile
video streaming, which is presented schematically in
Fig. 1. In a simplified case this comprises three main
components: active crowd of broadcasters, i.e., users

Copyright © 2018 by Technical University of Sofia, Plovdiv branch, Bulgaria
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Crowdsourcing
system

Broadcasters

Viewers

N

(active crowd)

Main Server

(passive crowd)

N\ 4

Mobile APP Storage Mobile APP
< streaming L,

Video data i | Video data
>
4 ‘ T G

Streaming engine

Cloud Streaming
Services

Fig. 1. General mobile crowdsourcing architecture for video streaming.

who generate and upload the video films from the
football games using their mobile phones or tablets,
platform for processing the video data and a passive
crowd of viewers (i.e., users who watch). For the
users, a specialized mobile application for video
streaming is needed.

The crowdsourcing platform is assuming to
have at least two subsystems or components — a main
server and a streaming engine. The last one is
expected to provide cloud services for multi scalable
video streaming with adjustable video quality
depending on the internet connection speed and type
of the current mobile device. The described simpler
approach to create video streaming from a mobile
device, as shown in Fig. 1, is the more standard and
thus typical for any live stream application.

3. The Footlikers crowdsourcing application

We further describe the author’s system
Footlikers for live video streaming among registered
users of the system. We will note that user
participation is voluntary and the user can choose
their own type of crowdsourcing activity. For the
broadcaster this also depends on the permission of
the football club authorities.

3.1. System functionalities

For the creation of the system the following
functional requirements were specified:

e To ensure secure access control the existing
users of the platform Footlikers must be able to
login in the mobile application by using their
current account registration in Footlikers. New

user account registrations can only be handled in

the website of Footlikers.

The application must support only two types of

user sessions:

— Broadcaster — can stream picture and sound
from camera and microphone of his mobile
device by using the mobile application

— Viewer — can watch the live video feed on
his mobile device inside the application.

The viewer must be able to see and consult the
week match schedule of his favorite football
teams. When a specific match is being
broadcasted, there is a green icon indicator
which informs the Viewer that he can tap on the
selected line and initiate the reception of the live
feed from the Broadcaster.
There is no limit regarding the number of
viewers that want to access and use the
application to view matches. Every user of the
mobile application has access to every football
match which is being broadcasted, not only his
own favorite teams. There is a built-in search
engine which helps the viewer to do that. No
payment is required for the broadcasting and
viewing of live video feed at this moment.

The Broadcaster must be able to choose a desired

football match from the match schedule, for

which he has permissions to broadcast. These
permissions are set via the administrative club
panel from the website by the club owners or
official club administrators. When he is ready
with the selection, the live stream is launched.

The Broadcaster must also receive picture and

sound from his own broadcast on his mobile

device. The Broadcaster must be able to fully
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control the live feed, by start, stop or pause
functionalities.

e Every type of user of the mobile application has
the possibility to use the search engine to find a
specific football match from the week’s match
schedule. The search engine is working with the
name of the desired team in a football match. The
personal team favorites and preferences are by
default proposed to the users on top of the match
schedule for the day.

e The match schedule is created in the website
Footlikers [12]. The changes of the match
program are on a weekly basis.

e The live broadcast is only available to users that
are using the mobile application of
Footlikers.com

3.2. Football match scenarios

A football match has a multitude of different
statuses and scenarios, which could be taken into
account:

Match start

End of first-half
Start of second-half
Match end

These are normally the standard four stages
of any football match. After which, depending on the
match result and the type of the competition it can
continue with additional stages:

L.
2.
3.
4.

5. Start of first additional time
6. End of first additional time
7. Start of second additional time
8. End of second additional time

If the winner is still not decided then a last
set of stages is available:

9. Penalty session start
10. Penalty session end
11. Match end

For processing the video transmissions,
these basic time stages require additional processing
of user requests to the server.

3.3. Architecture

The Footlikers system architecture to deliver
the above-mentioned functionalities is shown in Fig.
2. It follows the general approach from Fig. 1. The
first of the main components is the Footlikers mobile
application, designed for the users. The mobile
application was always sending requests to the main
server footlikers.com [12]. This is realized via the
RESTFUL API (Representational State Transfer), an
application program interface (API) that uses
different HTTP requests. This is followed by the
initialization and usage of the WOWZA streaming
server engine [ 14], operating within AMAZON EC2
Machine, to deliver the video stream to all Viewer
mobile devices. So, in fact, any kind of info
throughout the football game was being handled by
RESTFUL API. The communication between the
users and the WOWZA engine is processed with the
Real-Time Messaging Protocol (RTMP) [15].

4. Software implementation

The main software development of the
mobile application is based on the utilization of
ADOBE AIR platform for developing hybrid mobile
applications [16]. The programming language which
is used to code the business logic is ActionScript. It
is then pre-compiled and re-compiled to build two
versions: one for i0S and one for Android.

HTTP HTTP
Broad > FOOTLIKERS p Viewer
caster |€¢— REST API (PHP) —
A
HTTP
R v S\Q
?}lfp QL‘
WOWZA (Java)
AMAZON ECZI

Fig. 2. Footlikers mobile crowdsourcing architecture for video streaming.
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When we arrive at the final screen of the
application,  depending on  our  session
(Broadcaster/Viewer), the mobile application uses
NetConnection, which is a native class from the
ADOBE AIR Framework, which initiates an open
connection to the WOWZA server. This is followed
by NetStream via RTMP. In general we use the
standard build-in framework classes of ADOBE AIR
like: APIManager, VideoStream Manager and
others.

The user interface of the mobile application
is in French. The welcome screen with login fields is

shown in Fig. 3.
“Y 1l
@

!
! FOOTLIKERS

H

Se connecter

Fig. 3. Footlikers Login screen.

The login requests towards the RESTFUL
API are being handled via a specific URL depending
on the type of event and access token which has to
pass to guarantee credentials to the APIL. After a
successful login, we have the choice between the two
modes of the application: Broadcaster or Viewer as
shown in Fig. 4.

@

Fig. 4. Mode selection screen.

Depending on the choice, the Ul adapts
accordingly and shows the next screens, which are of
course different for Broadcaster and Viewer. The
following screen (Fig. 5) is with the match schedule
for Broadcaster, and analogous is for the Viewer
(Fig. 6). It is the event which happens after you tap
on the football match which differs.

&« Filmer B
Mon club: & FC METZ B8 201703731

S.UNE3 SUME3

Fig. 5. Broadcaster match schedule screen.

« Voir [+

Mon club: 3 FC METZ £ 201710231

S.UNES S.UME3

Fig. 6. Viewer match schedule screen.

After selecting a possible football match,
NetConnection starts and the application will
demand for microphone and camera permission from
the device, depending on i0S/Android settings of the
user. From this point on we trigger the video stream
protocol RTMP and receive/send video and audio
data with our mobile device.

Fig. 7 shows an example of Broadcaster
screen and Fig. 8 shows the Viewer screen.
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8 ¥

Fig. 8. Viewer watch screen.

As for the built-in search engine of the
application it is working as it follows: we search for
“Paris Saint Germain”, the engine reacts on each
keystroke of the touch screen keyboard and triggers
an event which makes a query that locally searches
in the application. To make the search engine much
more economic in terms of requests, it does not send
or receive any data. The whole match schedule of the
week is downloaded as a JSON object when the user
authenticates on screen. So the search is actually a
basic search on a prefetched dataset. To access the
search screen, there is a blue button “Other”
(“Autres”) at the bottom as shown on Fig. 5 and Fig.
6.

5. Conclusion

The proposed general architecture and the
developed crowdsourcing system for video
streaming is exclusively designed for a specific
social group — football fans, coaches, staff,
journalists and other people interested in football
competitions of amateur leagues in France, Belgium
and Luxembourg,.

In general, for this kind of sport events, there
always has been a lack of multimedia tools so that
football fans watch their favorite local teams without
having to go to the stadium. But the users that are
registered in Footlikers will have this ability to do so
and to be always with their team when they can’t
attend the match.

In terms of software implementation, the
developed crowdsourcing application Footlikers

delivers a vast range of services which are strictly
planned and organized.

The proposed architecture can be easily
scaled and altered to include many other features like
posting comments, sharing moments from the match,
transmitting pictures etc.

Another feature which is being planned is the
possibility to stream not only to mobile devices, but
also to users logged in the Footlikers website, that
will benefit from larger and more convenient screen.
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FAST GAUSSIAN FILTERING FOR SPEED
FOCUSED FPGA BASED CANNY EDGE
DETECTION COMPUTATIONS

DIMITRE KROMICHEV

Abstract: The paper is focused on a novel computational approach guaranteeing fastest
execution of Gaussian smoothing to be implemented in a speed orientated FPGA based
Canny. Analyzed are the two capital dimensions of FPGA speed accomplishment -
maximum clock frequency and minimum clock cycles required for obtaining a correct

result,

in view of integer arithmetic capabilities and advanced organization of

computations within the weighted average filter. Presented is a new integer division
replacing algorithm ensuring optimal calculation options in terms of speed. Exact speed
gain is set forth in comparison to the available Gaussian smoothing realizations

Key words: FPGA, Canny, Gaussian filtering, speed, organization of computations,
integer arithmetic, clock frequency, clock cycle, speed gain

1. Introduction

For speed orientated FPGA based Canny
Gaussian smoothing represents a focal point due to
the following specific aspects: 1) It commences the
Canny computations, and thus generally determines
the efficiency of pipelining in terms of speed; 2)
The weighted average filter's size can vary vastly,
the sole restriction being for the side to be an odd
number; 3) The weighted average filter's
coefficients' magnitudes can vary widely, and can
be on the order of several thousands; 4)
Marthematically, the function -calculating the
weighted average pixel value includes integer
arithmetic operations that are indispensable for all
of the Canny algorithm; 5) Actually, it is one of
these operations that defines the highest clock
frequency which is to be employed as a timing
analysis constraint for testing the whole bulk of
Canny computations's being tangible/intangible
with respect to accomplishing the optimal speed
goal; 6) Being a square neighbourhood operation, it
encompasses all the capital parameters impacting
Canny computations in terms of speed; 7) It brings
to the fore the demand for a reliable mechanism
which guarantees the invulnerability of Canny's
organization of computations to the variability of
input image and filter's matrix in terms of size.

All these facts having been taken into
account, the objective of this paper is to propose an
advanced technology of Gaussian filtering focused
entirely on speed. The task is to define the optimal
clock frequency ad most advantageous number of

clock cycles for the smoothing function to execute
accurately and reliably, and on that basis, a novel
organization of computations will be set forth.
Comparison with the avalable realizations of
Gaussian smoothing will be drawn to exhibit the
achieved speed gain. Relevant to the conducted
experiments and conclusions arrived at are only
gray-scale images. The targeted hardware is Intel
(formerly Altera) FPGAs (hereafter referred to only
as Altera FPGAs). Quartus II TimeQuest Analizer is
used for setting timing analysis constraints and
testing the feasibility of the proposed computational
approach.

2. Literature survey

All the implementations of Gaussian
smoothing for FPGA based Canny described in the
literature boil down to several computational
approaches: 1) Sequential. It generally features
traversing  successively all of the square
neigbourhood pixel by pixel to convolve with the
required coefficients in the filter matrix with each
multiplication result being added to the previous
one stored in a register. Then comes the division by
the normalization factor [8]. Main flaw in view of
speed: privation of pipelining and parallel
calcuilations; total dependence upon filter's size;
repetitive use of pixels for filtering a single image
row/column 2) Separability orientated. Gaussian
filter being separable, for a coefficient matrix of
size ZxZ two consecutive sets of multiplications are
applied: 1xZ followed by Zx1. The results of
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multiplication having been summed up, division by
the normalization factor is executed. This approach
is implemented in two variants: with [5] or without
distributivity [7].Capital flaws in terms of speed:
extensive use of sequential logic for intermediate
storage and successive multiplications including the
same square neighbourhood pixels; repetitive use of
pixels for filtering a single image row/column; 3)
Symmetry orientated. The total number of different
coefficient magnitudes in a Gaussian filter is

N=[(Z+1)*(Z+3)]/8 (D
where
N is the number of different coefficient
magnitudes;
Z is an odd numbers; it is the side of
a Gaussian filter of particular size.

Following this, all image pixels positioned under
filter matrix coefficients of identical magnitude are
summed up, and then the multiplications by the
targeted coefficients are realized. Then all the
multiplication results are summed up. Finally,
division by the normalization factor is performed
Here, there are several variants: all pixels
pertaining to a coefficient magnitude are summed
up, and then all multiplications are realized
simultaneously [6]; different coefficient magnitudes
being distributed unevenly accross the filter matrix,
and the image pixels being set at the Gaussian
filter's input in sequential order, when all the pixels
pertaining to a certain coefficient's magnitude are
summed up the multiplication by the targeted
coefficient is realized immediately [4]; column/row-
wise multiplications and additions with intermediate
storage.[6]. With speed being in focus, the flaws of
this approach are: layers of addition with their
number being directly proportional to the size of
filter matrix; repetitive use of pixels for filtering a
single image row/column.

1. The proposed technology of Gaussian
smoothing targeting optimal speed
3.1. Integer arithmetic performance

Speed performance of Canny on FPGA has
two standard peremptory dimensions - maximum
clock rate and minimum clock cycles to calculate a
plausible result. The former being a priority, the
optimal operating frequency of the Gaussian
smoothing indispensable integer arithmetic should
be tackled in the first place. The filtering function's
mathematics demands multiplication, addition and
division, the latter being totally incompatible with
accomplishing the speed goal in terms of its
conventional execution on Altera FPGAs [1][2].
Compared to addition, it is way too slow under the
same test conditions. Therefore, we have

implemented an integer division replacing
algorithm which guarantees less than half the clock
cycle at the highest clock frequencies the Altera
FPGA families can sustain. It is based on bit slicing
and  weighted average filter  coeficients'
modification by employing a filter specific constant
calculated in advance. This algorithm has no
division procedure and the only mathematics it
includes is a single addition of the rounding bit to
the integer number represented by the sliced set of
consecutive bits. Therefore, the utilized integer
division replacing algorithm is not impacted by the
magnitude of the dividend, and can be entirelly
relied upon in terms of being the fastest among all
of the Gaussian smoothing arithmetic operations,
whatever the size of the filtering matrix and the
coefficients' values. Total mathematical accuracy of
results is ensured.

The optimal clock rate contest between the
remaining two integer arithmetic operations -
multiplication and addition, is in favour of the
latter. On Altera FPGAs the "+" operator and the
LPM function are realized by default as ripple carry
adders, which, the dedicated carry chains being
taken into account [1][2], provide the fastest results
for the purposes of Canny implementation. Thus, of
all the integer arithmetic Gaussian smoothing is
based upon, it is the multiplication executed
employing the embedded hard multipliers that
proves to be the slowest, and consequently serves as
a reference point for determining the highest clock
frequency to be used as constraint in the timing
analysis.

To recapitulate, there are two practical
limits for the highest clock frequency Altera FPGA
based Canny, and Gaussian smoothing as its
module, can achieve - the performance of on-chip
memory and the performance of hard multipliers. A
prerequisite to weighted average filtering's being
definitive for the entire Canny algorithm is reducing
all successive computational modules' integer
arithmetic operations to a very limited set
comprising only the fastest available, which are
rated in descending order as follows: division
(using the integer division replacing algorithm),
addition, subtraction (it is as fast as addition), and
hard multiplication. With respect to the fact that a
hard multiplier performance never exceeds that of
the on-chip memory [1][2], there is only one
conclusion to be drawn: the optimal clock rate of
entire Canny algorithm is solely determined by the
maximum clock frequency of the embedded
multipliers for the highest speed grade on a
particular Altera FPGA family.

Scrutinizing the entire range of Atera's
FPGAs, considerable differences in performance are
to be encountered with most of the families when it
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comes to the different operational modes of hard
multipliers. The latter depend on input data width.
The fastest - that of 9x9 configuration, is not
applicable taking into account the possible Gaussian
filters' coefficients' magnitudes. Thus, although
there are options for larger input data widths
available for hard multipliers in the upperr class
Altera FPGAs, it is actually the 18x18 hard
multiplier operational mode in its highest speed
grade that sets the standard for optimal clock
frequency for  Gaussian  smoothing, and
consequently, for all of the Altera FPGA
oprientated Canny.

Dealing with the other optimal speed
requrement formulated as the minimum amount of
clock cycles taken to achieve accurate result at the
highest clock frequency, Gaussian filtering integer
arithmetic presents the following picture. Targeting
a single clock cycle execution, it is of crucial
importance not to use input and output registers for
the appropriate  multiplication = LPM_MULT
function [3]. Otherwise, whatever the clock frequen
cy, this integer arithmetic operation will require two
additional clock cycles.

The hard multiplier's maximum frequency
is the actual measure for the minimum clock period
as a reciprocal to this frequency. It has to be long
enough to satisfy the generalized indispensable
timing analysis inequality:

Telk > Delk-to-Q(1) + Diogic + Tset-up2) +/- Tskew (2)
where
Telk is the clock period
Tclk-to-Q(1) is the clock-to-output
propagation delay of the
prepositioned register;

Tlogic is the propagation delay
of the combinational logic
(the hard multiplier);

Tset-up(2) is the set up time of the
postpositioned register.

Tskew is the delay of the signal

between the clock inputs
of the two registers.

In view of the fact that in Gaussian filtering
it is only Tiogic that is practically manageable in
terms of selecting the appropriate hard multiplier
input widths, two main consequences are to follow:
1) the total propagation delay of any combinational
logic in the Gaussian module as well as the entire
Canny cannot exceed the propagation delay of the
employed hard multiplier; 2) the targerted shortest
clock cycle can only asccomodate a single
multiplication, i.e. accumulating the numerator of
the Gaussian filtering fraction requires more than
one clock cycle to add up two consecutive

convolution results. The exact number of these
additional clock cycles depends upon the ripple
carry adder's propagation delay, which is directly
proportional to the input data width. Therefore, a
very serious situation needs to be tackled here.

For equal input data widths the adder has a
smaller propagation delay than the multiplier. The
diffuculty is that both the size and coefficient
magnitudes of Gaussian filter can vary enormously.
Thus, aiming at proposing an advanced Gaussian
smoothing organization of computations, a
comfortable positive slack should be guaranteed for
arbitrary filter matrix sizes and coefficient values.
Therefore, it is quite computationally unreliable to
calculate the numerator of the averiging fraction by
sequentially adding up all the multiplication results
for the input image pixels pertaining to a square
neighbourhood directly, as they are set at the
multiplier's output - this can lead to values at the
adder inputs which will violate the constraints
following from (2), and force the system into
metastability and failure. In order to ensure that
adding a convolution result to the sum of previous
convolutions results will be executed within a single
clock cycle under all conditions, a substantially
different approach is needed. Its feasibility is due to
the fact that the delay of the proposed integer
division replacing algorithm is much smaller than
the hard multiplier's delay. And this is to be
presented in the paragraphs to follow.

3. 2. Organization of computations
3.2.1. Basic assumptions

The optimal speed focused Gaussian
smoothing computations require the following
basic assumptions: 1) Image pixels are set at the
Gaussian filter's input in sequential order at the rate
of a pixel per clock cycle; 2) The clock frequency of
setting the image pixels at the input is equal to the
clock rate Gaussian filter operates at; 3) The image
is processed in a row-wise fashion; 4) All image
pixels needed for the filtering operation are
accessible in a specifically predefined mode.

3.2.2. Integer arithmetic operations’
execution order

For an input image pixel to be filtered all
the pixel values belonging to the square
neighbourhood defined by the Gaussian smoothing
matrix is multiplied by the appropriate coefficients.
The convolutions are executed sequentially, the way
the image pixels are set at the filter's input - one per
clock cycle. No distributivity is employed.

Tageting the optimal clock frequency and
obeying the restrictions imposed by (2), within a
clock period a single multiplication of an image

Copyright © by Technical University - Sofia, Plovdiv branch, Bulgaria
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pixel by a coefficient is executed. The resulting
value is stored into a register. The next clock cycle
accomodates two consecutive integer arithmetic
operations: the convolution value stored in the
register 1is divided by the Gaussian filter’s
normalization factor, and then the divisiom result is
added to the previous division results, the achieved
value being stored into another register functioning
as accumulaor. All the image pixels belonging to
the square neighbourhood defined by the Gaussian
smoothing matrix of size ZxZ having been traversed
by means of applying the proposed integer
arithmetic opetations’ execution oeder, the value
stored into the accumulator register after the
(Z*Z)th integer division is the final value
representing the required Gaussian smoothed image
pixel. The flow of compuations being entirely
pipelned, starting from clock cycle # 2 each clock
cycle a multiplication, a division, and an addition
are realized.

In terms of speed, there are two facts of
crucial importance. Whatever the size of Gaussian
filter and its coefficients' magnitudes, the combined
propagation delays of integer division and addition
is always smaller than the propagation delay of the
hard multiplier. This is due to the following:

1) The employed integer division replacing
algorithm based on bit slicing requires the adding of
a single bit to a set of consecutive bits whose count
is always significantly smaller than the multiplier’s
inputs. With the fast dedicated carry chains on
Altera FPGAs, as well as the sircumstance that
addiion is faster than multiplication under the same
test conditions, taken into account, it is a very small
poretion of the hard multiplier’s delay that the
division replacing algorithm’s delay is equal to.

2) The maximum value resulting from the integer
division can be 255. Thus, in the whole
computational pricess of accumulating the division
results for the purpose of calculating the final
smoothed pixel value, in terms of propagation
delay, the worst possible case scenario is an 8-bit
operand at the adder’s input. Actually, the larger the
filter matrix, the smaller the values to be
accumulated through addition. Therefore, the
difference between multiplier’s delay and integer
division replacing algorirhm’s delay is always large
enough to accommodate the combined transport
delay and adder’s delay.

Consequently, the proposed execution
order of arithmetic operations guarantees that rhe
optimal clock frequency defined by the hard
multipliet’s topmost performance cannot be
impacted by the size of the Gaussian filter and the
magnitude of its coefficients. So, this technoligy
ensures that the optimal clock rate of the entire
FPGA orientated Canny is independent from the

smoothing matrix numeriical characteristics. For
any number of input image pixels pertaining to a
square neighbourhood which are set consecutively
at the Gaussian module’s input the required count of
clock cycles to be processed at the highest clock
frequency is expresssed as

Ceycle = Npixel + 1 3)
where
Ceycle  is the total of clock cycles taken
for a set of consecuve image
pixels from a square
neighbourhood to be processed;
Npixel  is the number of image pixels

from square neighbourhood
which are set consecutively at
the filter’s input.

3.2.3. Parallel filtering of consecutive

input image pixels

The smoothing of pixel # 1 pertaining to an
input image row using a Gaussian filter of size ZxZ
is realized in the following fashion : 1) in clock
cycle # 1, pixel # 1 from column # Z - (Z-1) of the
square neighbourhood is multiplied by the
appropriate coefficient from column # Z - (Z-1) of
the filter matrix; 2) in clock cycle # 2, the
convolution # 1 result is divided by the
normalization factor, and the resulting value is
stored in the accumulator register; simultaneoisly,,
pixel # 2 from column # Z - (Z-1) is multiplyed by
the appropriate coefficient from column # Z - (Z-1);
3) in clock cycle # 3, pixel # 3 from column # Z -
(Z-1) is multiplied by the appropriate coefficient
from column # Z - (Z-1); simultaneoisly, the
convolutio# 2 result is divided by the normalization
factor, the resulting value is added to the previous
division result, and the value is stored in the
accumulator register. The pipelined calcilations are
repeated until the entire column is traversed.

Then the process continues with the pixels
and coefficients from column # Z - (Z-2). And here
is the point where the parallel smoothing of
consecutve input image pixels starts. This is based
on the fact that the pixels from column # Z - (Z-2)
are at the same time the pixels pertaining to column
# Z - (Z-1) in the square neighbourhood of the
second imput image pixel to be filtered. Thus, in
terms of speed, the essential efficiency of the
proposed organization of computations is focused
on the parallel multiplication of one and the same
image pixels by the appropriate -coefficients
pertaining to different columns of the Gaussian
filter.

For a filter matrix of size ZxZ, the count of
consecutive input image pixels that are
simultaneously being subjected to smoothing is
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equal to Z. The latter being an odd number,
Gaussian filter features a central column with
relation to which the right hand columns represent
an outward bound projection of the left hand
columns in terms of coefficients’ magnitudes.
Therefore, for each clocl cycle an image pixel will
be multiplied by Z number of coefficients of which
(Z-1)/2 number of coefficients have ane and the
same magnitude. Thus, for each clock cycle actually
(Z-1)/2 number of multiplications prove to be
definitely  redundand. As an  immediate
consequence, the total count of hard multipliers
employed in the parallel smoothing is considerbly
reduced to (Z+1)/2. The value resulting from a
single multiplication is directly used in the filtering
computations involving all the input image pixels
for which, in a particular clock cycle, the smooting
matrix coefficients coincide in terms of magnitude.
In accomplishing the goal of Gaussian
filtering optimal speed, the decisive advantage of
the proposed organization of computations is
defined by the fact that an input image pixel value is
used only once during the entire bulk of calculations
demanded for the smoothing of a whole input image
row. In this way, applying this computational
approach, smooting an image pixel by utilizing a
Gaussian matrix of size ZxZ requires exactlty

7+1 (4)

clock cycles at the maximum clock frequency that is
tangibly guaranteed by the hard multiplier
performance for a particular FPGA family.

4. Evaluating the proposed approach to
Gaussian smoothing in terms of speed

4.1. Research methodology

The feasibility of the presented advaced
technology of Gaussian filtering should most
plausibly be proved and reliably assessed on the
platform of its being compared with other methods
that have been used and described in the literature
so far. Tbe Gaussian matrix utilized to conduct the
analyses and arrive at the conclusions has the
following parameters: size - 5x5, o - 14,
normalization factor - 159. Altera’s Quartus
Version 12.0 and TimeQuest Analyzer are
employed in scritinizing the proposed technology’s
computational accuracy and setting the constraints
required to reveal the veracity of its optimal speed
capabilities. The targeted Altera FPGAs this
research deals with are the 130 nm, 90 nm, 65 nm,
40 nm, and 28 nm Cyclone and Stratix families.

The experimentally secured results focus
exhaustively on the basic optimal speed indicators —
maximum clock frequency of executon and
minimum clock cycles demanded for the Gaussian

smoothing of a single input image pixel. The
reference value for maximum clock rate is
determined on the basis of the 18x18 hard multiplier
performance in its highest speed grade for a
particular FPGA family. Taking into account this
numerical limitation, the comparative evaluation
benefits from studying and analyzing the impact of
several major integer division techniques on the two
basic speed parameters.

4.2. Results and analyses

The achieved results for the highest clock
frequencies of Gaussian filtering computations for
the targeted Altera FPGA families are shown in

Table 1.
Table 1. Maximum clock frequencies of
Gaussian smoothing
FPGA 18x18 Gaussian smoothing Fmax for various
family hard integr division techniques (MHz)
multiplier
Fmax Altera Multiplication | Our
(MHz) LPM_DIVIDE | by the | algorithm
(Divider) IP | reciprocal of
Core the divisor
Cyclone 187 28 38 187
I
Cyclone 246 32 121 246
I
Cyclone 279 39 136 279
I
Cyclone 282 41 139 282
v
Cyclone 286 44 277 286
\%
Stratix 217 34 107 217
I
Stratix 367 57 181 367
I
Stratix 458 70 442 458
I
Stratix 534 81 521 534
v
Stratix 595 97 588 595
\%

The total amount of clock cycles required
for filering a single image pixel with Gaussian
matrix of size 5x5 through employing various
computational approaches are shown in Table 2.

Table 2. Number of clock cycles required for
smoothing a single image pixel with
5x5 Gaussian filter

Copyright © by Technical University - Sofia, Plovdiv branch, Bulgaria
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Approach Hard Total number of clock cycles
multiplier employimg various integr division
Fmax techniques
applicablle
or not | Altera Multiplication | Our
applicablle | Divider | by the | algorithm
IP Core | reciprocal of
the divisor
Sequential No 32 28 26
Separanility No 34 30 28
without
distributivity
Separanility No 30 28 26
with
distributivity
Symmetry No 32 28 26
with
simultaneous
multiplication
Symmetry No 34 39 28
with
sequential
multiplication
Symmetry No 22 18 16
with
intermediate
storage
Our Yes - - 6
organization
of
computations

These results demonstrate that the
priposed advanced organization of computations
has no match on a comparative basis in terms of
both maximum clock frequency as defined by the
hard multiplier performance and minimum amount
of clock cycles demanded for smoothing an image
pixel. Taking into account the combined impact of
the two basic speed paraneters on the overall speed
enhacement, the comparative evaluation shows that
the presented technology of Gaussian smoothing
secures a speed increase on the order of 6.1 - 12.7
times across the entire bulk of targeted Altera
FPGA families. That fact renders the proposed
computational approach optimal as well as most
reliable for the purposes of a speed focused FPGA
based implementation of Canny.

5. Conclusion

Presented in this paper is an advanced
technology of Gaussian filtering computatuins
aimed at securing optimal speed. Integer arithmetic
performance is scrutinized and the upper speed limit
of Gaussian calculations, and therefore the entire
FPGA based Canny, is defined. Employed is a new
purposely designed integer division replacing
algorithm based on bit slicing which allows for an
appropriate ordering of arithmetic operations so that
the maximum click frequecy is always guaranteed.

A new organization of computations is set forth. It
is capable of ensuring the parallel filtering of
consecutive image pixels whose number is equal to
the side of the smoothing matrix. The proposed
technology is evaluated on a comparatve and
experimental basis to prove its being reliable as well
as tangible for the purposes of securing optimal
computational results in terms of the two capital
speed parameters — maximum clock rate and
minimum clock cycles required for a single image
pixel to be filtered.
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EFFICIENT COMPUTATION OF
ORTHOGONAL GRADIENTS TO BE USED IN
SPEED FOCUSED FPGA BASED CANNY EDGE
DETECTION

DIMITRE KROMICHEV

Abstract:

In a speed focused FPGA orientated Canny implementation, the orthogonal

gradients module ought to secure both reliable results for the next stage to work with and
efficient organization of computations capable of guaranteeing the execution of integer
arithmetic for minimum amount of clock cycles at the highest clock rate. The goal is to
boost pipelining efficieny of the entire Canny algorthm in terms of ensuring that the square
neighbourhood based Sobel filtering calculations are up to the task of materializing a non-
intermittent mathematically accurate flow of computations once the processing has started.

Key words: orthogonal gradients, FPGA, Canny, algorithm, pipelining, clock frequency,

clock cycle

1. Introduction

Canny is a gradient based contour detector.
The two most important requirements for its FPGA
based hardware implementation are accuracy and
speed, the former being a function of the
mathematical  exactness of  computational
mechanisms within each of the modules and framed
by the utmost utilization of FPGA -capabilities.
Speed depends upon several factors, among them of
tremendous significance being the organization of
computation. Sobel filtering is Canny’s second
stage and a square neighbourhood operation, and as
such definitely accounts for both the performance
of its own calculations and the speed capabilities of
the entire contour deceting algorithm in terms of
boosting pipelining efficiency. FPGA
functionalities and characteristics should be taken
into account by the computational approaches in
terms of utilizing those favourable to fast
executions whereas avoiding operations and
methods serving as bottlenecks. Thus, in FPGA-
based Canny every single algorithm requires a
multifaceted approach targeting the results’ being
reliable as well as feasible. Speed is worthy of
being set as an accomplishable goal only on the
peremptory platform of total mathematical accuracy
of calculations thus ensuring the detected contours’
veracity.

The objective of this paper is to present an
efficient organization of computations for Canny’s

orthogonal gradients module aimed at speeding up
the FPGA-based image processing calculations.

The task is to describe in detail the
sequence of steps, to thoroughly analyze the
computational  reliabilty, to  expose the
characteristics, and to point out the applicability of
the proposed computational approach in view of the
FPGA functionalities. The targeted hardware is
Intel (formerly Altera) FPGAs (hereafter referred to
only as Altera FPGAs). Quartus II TimeQuest
Analizer is wused for setting timing analysis
constraints and testing the feasibility of the
proposed computational approach. Relevant to the
analyses and conclusions arrived at in this paper are
only gray-scale images.

2. Literature survey

Described in the literature are two main
approaches addressing Sobel filtering on FPGA.
Most commonly, the proposed computational
techniques rely only on sequentially adding up the
results of multiplying the positive and negative
coefficients in the Sobel masks with the Gaussian
filtered pixels in the appropriate positions in the
square neighbourhood to calculate the x- and y-
gradients[1][4][S][8][10][11][12][13][14][15]. This
approach is aimed at speeding up execution at the
expense of economizing on calculations. The flaws
here are: lack of precision; difficulties with tackling
the negative values and additional steps to be taken
in the next Canny module for the purpose of
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avoiding division by zero; taking into account that
the computed results can exceed the maximum
value of a gray-scale image pixel, an appropriate
scaling is demanded. The other approach is applied
comparatively more rarely [2][3][6][7][9][16]. Here
there is some averaging employed following the
multiplication and addition steps - in these cases the
divisor is 2. Flaws: redundand operations to work
with the negative values and avoid division by zero;
need for scaling.

3. Orthogonal gradients’ mathematics

Gaussian filtering having been applied, the
total number of pixels in the input image is reduced,
and the total number of filtered image pixels is :

M*N—{M—-(Z-1)] * (Z-1) + N *(Z-1)} (1)

where
MxN is the input image size
ZxZ 1is the filter matrix size.

The exact number of available Gaussian smoothed
pixels required for this module to commence the
parallel computations of the vertical and horizontal
gradients applying the two Sobel filters should be:

2%(N-(Z-1)) + 4 . )

The filtered fixels are stored in revolving
Dual-port RAMs for the purposes of guaranteeing
the access to all the pixels under the Sobel masks
within a single clock cycle, thus emplpoying
pipelining of computations, and saving memory.

As gradient filters, the two Sobel matrices
have positive and negative coefficients. If in a 3x3
neighborhood C(x,y) is the central pixel, and the
numbers of neighboring pixels are as shown (Fig.

1),

v

N1 N2 N3

N8 (x.y) N4

N7 N6 N5

yV

Fig. 1. 3x3 neighborhood pixels

the equations used to calculate the x gradient and
the y gradient for C(x,y) are of two types:

1) Exact mathematics - used to accurately calculate
the gradients:

¥ =
4

(€))

c _ (N7 +2Ng + N5) — (N; + 2N, + N3)
Yo 4

)

where
NI1..N8 are the neighboring pixels
in the 3x3 neighborhood as defined
by the two Sobel filters (Fig. 2.)

1 0 1 -1 2 1

2 0 2 0 0 0

1 0 1 1 2 1
Gx Gy

Fig. 2. Sobel masks for x and y

The values calculated here are within the
intetval [-255,255].There are two important facts
here: 1) Division by the sum of positive coefficients
in the Sobel masks avoids the need for scaling; 2)
The difference in signs of the values calculated for
both gradients is applied in the speed optimization
of gradient direction computations.

The multipliers and the divisors being a
power of 2, integer arithmetic guarantees a
maximum speed of computations in this module.
2) Approximation.

Gx = [(N3 + 2N4 + N5) — (N1 + 2Ns + N7)]

(%)
Gy =[(N7 + 2N6 + N5) — (N1+ 2N2 + N3)] ,
(6)
where
N1..N8 are the neighboring pixels
in the 3x3 neighborhood.

With division by the power of 2 being
dropped out, the values calculated here are within
the intetval [-1020,1020]. Consequently, proper
scaling is required for all the results to fit within the
maximum gray scale image pixel range, and that
can possibly introduce  disproportionalities
impacting the qualities of the detected contours.

4. Efficient computation of orthogonal
gradients

Being a square neighbourhood operation, Sobel
filtering can start executing as soon as the condition
determined by (2) has been satisfied. From that
clock cycle on the organization of computations
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should guarantee the non-intermittent securing of x-
and y-gradient values at the input of the next Canny
module for the pipelining in all of the contour
detector to be able to function with optimal
efficiency. Therefore, the smallest Gaussian filter’s
size, which is 3x3, defines the plausible upper speed
limit measured in clock cycles for the Sobel
filtering to successfully accomplish the goal of
ensuring a continuous data flow beneficial to
boosting pipelining. Taking into account that the
feasible maximum speed of Gaussian smoothing
with a coefficient matrix of size ZxZ is

7+1 (7)

clock cycles at the highest clock frequency
determined by the optimal hard multiplier’s speed
in a particular Altera FPGA family, Sobel filtering
has the task of securing mathematically accurate x-
and y-gradient values at the inputs of the next
Canny’s stage every

(Z+2)th (8)

clock cycle. Thus, (8) represents the upper speed
limit of pipelining speed for in orthogonal gradients
calculation.

Mathematical exactness of results requirng
the use of (3) and (4), the proposed efficient
organization of computations encompasses the
following sequence of steps.

1) Being stored in Dual-port RAMs, all the pixels
from the square neighbourhoods defined by the two
Sobel filter matrices (Fig. 2.) are accessible within a
single clock cycle. This allows for parallel
execution of addition and multiplication by 2, the
latter being achieved through emulating shift left
operation.

2) In the next clock cycle, addition and
multiplication results from the previous cycle are
added.

3) As a result of the calculations in the previous
clock cycle there are four values in stock. Two of
them can be only positive or zero, and the other two
can only be negative or zero. These values’ being
positive or negatve is determined exclusively on the
basis of their being calculated through utilizing
coefficients pertaining to particular positions in the
Sobel filters — the columns of negative coefficients
as opposed to the columns of positive coefficients.
Therefore, with their signs being positionally
bound, these four values can be processed just as
positive integers. The essence of this approach is to
calculate which value is larger, and depending on its
position information on the signs of the x- and y-
gradients is sent directly to the next Canny’s
module. This is accomplished by means of

executing twelve parallel subtractions and checking
with relation to zero.

4) The two resulting positve values computed in the
previous cycle are divided parallelly by 4 in terms
of emulating right shift operation. This secures the
exact values of both gradients.

Thus, with  this organization of
computations, the accurate calculation of orthogonal
gradients is completed in 4 clock cycles. Therefore,
the condition defined by (8) is satisfied.

5. Conclusion

In this paper, presented and analyzed is an
efficient technology for computing the orthogonal
gradients to be implemented in speed focused
FPGA based Canny. A thorough description of the
approach’s peculiarities is set forth. The algorithm
is scrutinized in terms of its applicability,
computational reliability and speed characteristics.
The technological capabilities of efficiently
avoiding speed eroding computational approaches
and satisfying the peremptory demand for
mathematical accuracy and plausibility of results
pinpoints the feasibility of the proposed technology
as a tangible tool for enhancing Canny’s
performance on FPGA.
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CTATUCTHUYECKHU AHAJIN3 HA OTKJIOHEHMUS B 3PUTEJIHA
ITAMET 3A IIBAT

[ET ITABJIOBA

Pesiome: B wnacmoawama paboma e paspabomena Memoouka 3a OYeHASAHe HA
OMKNIOHEHUANA 8 3PUMenHOmo v3npusmue 3a yeam. Hanpasen e ananusz na nampynanu
OGHHU OM NPOBEOeHU Mecmose HA 3pUMmenHa namem ¢ u3no36aHe HA yeemuume noiema
om GretagMacbeth color checker. Ilonyuenume cmamucmuyecku pe3yimamu ca CpasHeHu
¢ ycmaHoseHume 0coOeHOCmU 30 8b3NpuAmMuUe U CNeKmpanHume 30HU HA Oelicmeue Ha

ceHzopume 6 H06€UKoOmo OKo..

KaouoBn AYMM: namem 3a yeAam, 6U3YAIHO 8b3npusimue, cy6el<mu8Hu usmepeaHrust

STATISTICAL ANALYSIS OF DEVIATIONS OF HUMAN
MEMORY FOR COLORS

PETYA PAVLOVA

Abstract: The material presents a technique for estimation the deviation of human color
perception. The analysis uses collection of data from tests for memory of colors on the base
of colored regions from GretagMacbeth color checker. Obtained statistical results are
compared with the established peculiarities of perception for colors and spectral areas of

color matching functions of human eye..

Key words: memory for colors, visual perception, subjective measurements

1. BnBenenne

Bwampusatuero Ha UBAT € 0COOEHOCT Ha
YOBELIKOTO 3pEHHEe, KOeTo HOCH WHpopmanus 3a
MHOTO HElIa OT 3a00WKaISIIMsI HU CBIT. Bpemero
3a Bb3HMKBaHe Ha ycelllaHe € oT mopsabka Ha 0,1-
0,25 s, a mamerra — ot 0,05 #go 0,2 s.
WNuauBrayaaHuTe CIIOCOOHOCTH 3a pa3indyaBaHe Ha
[BETOBE ca OT 3HaueHWe 3a cHeuuuIHu
npodecHoHaTHH O00JACTH KaTo TEKCTWIHATA H
neyaTHa MHIYCTPUS — BB3IPOU3BEXkKAAHE HA TOUCH
UBST, IWCKPETHaTa eNeKTpOHWKa — u300p Ha
eleMEeHTH C 1BeTeH KoJ. Bu3mpusituero e
M3MOJI3BAHO M 32 JMAarHOCTHKA B IICUXHATPUATA —
3a CbCTOSHHE Ha IICUXUKaTa U B Oq)TaHMOHOI‘I/I}ITa
3a CbCTOSIHUETO HA pETHHATA Ha OKOTO.

I[BeThT € TPUKOMIIOHEHTHA BEJIMYMHA
CHCTaBEHA OT aXPOMATHYCH MapaMeThp 3a SIPKOCT U
JIBOMKa MHapamMeTpu 3a IBETHOCT: LBETOBU TOH W
HACUTEHOCT. W3mepBanero, OLICHKaTa "
TCHEPUPAHETO Ha I[BETOBE € CTaHAAPTU3HPAHO B
basoBa komopumerpuuHa cuctema CIEXYZ [1].
SpkoctTa ce oleHsBa Ype3 OTHOCHTEIHU €IWHUIIN
npsMo  Gu3MYecKaTa SpPKOCT Ha  OCBETSBAIIHS
M3TOUHMK.  HacureHoctra e  cremeH  Ha
0cB00OIEHOCT OT 05110, 8 LIBETOBUSAT TOH CE 3aj]aBa
Ype3 BIII0BO OTCTOSHHE OT ITOCOKATa HA YEPBEHOTO.

@®u3nYecKy ChHIIECTBYBAIINTE IBETOBE CE CBBP3BAT
C MOHOXPOMHH TIOTOIIM CBETIHMHA C JBJDKMHA Ha
BbJIHATa BbB BUIUMHSA ONTHYEH auana3oH. OCBeH
TSAX, 32 3pPEHHETO HHM € NPHUCHINA BHAMMOCT Ha
INypIypHH IIBETOBE, KOHTO HAMAT (DU3HMUECKU
aHaJior, a ca CMec OT MpeobiazaBailo 4YepBEHO M
cuabo. Ha durypa 1 (mpunoxenue 2) e mokazaHa
Jyarpamara Ha IIBETHOCT B 0a3oBara X YZ cucrtema.
B cpemara wa gumarpamara € 30HaTa Ha
axpomaTnyHuTe 1BeToBe. [locaennure ce 3amaBart c
[[BETOBA TeMIleparypa Ha TOIUIMHEH H3TOYHUK,
BB3NPOU3BEKAAN] JIFYCHUE, YUUTO KOOPJUHATH Ha
IBETHOCT ca B Ta3W 30HA. TepMUHBT, KOMTO ce
u3MoJ3Ba € Touyka Ha Osuioto. llBeroBere ca
JIOITBJTHUTEITHI o HACpEeIIHN paauatHu
HalpaBJIeHHUsI OTYETEHH CIIPAMO TOUYKaTa Ha Os10TO.
CMeceHU B paBHU KOJMYECTBA T€ BB3MPOU3BEKIAT
axXpoMaTH4YeH LBAT. BCHYKH BUANMH LBETOBE,
pasnojokeHu 1o oOpasyBaTenHaTa Ha Qurypara
UMaT CHEKTPAIHO JbUYCHHE CBhC CHOTBETHATA
IBDKMHA Ha BBJIHATa . L[BeToBere OT myprrypHaTa
30Ha C€ TMpPeACTaBAT dYpe3 JbDKHMHATa Ha
JOIBJIBAILMS TH LIBAT, B3€TA ChC 3HAK MUHYC.
3anameTsaBaHeTO U U300PBT HA TOUEH LIBAT
ce BIHSIST OT aJlalTaiusIra KbM I[BETOBETE, KOSATO
HHU € NPUCHIIA. AZaNTHPAHETO BUHATU € HACOYEHO
KbM VBEIMYaBaHe Ha KOHTDACTa. KOWTO ce
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BB3MIpHEMA. OcobeHocTHTEe  HA  IIBETOBAaTa

azanTarys Ha 3peHNeTO BKItoUBar [2,3]
Eonoepemenen xkonmpacm:

. JlBa mpemMera ¢ pa3iaMyHa  SPKOCT,

OTMECTBAaT YCEIIAaHeTO KbM YyBEIIMYaBaHE Ha
KOHTpacTa.

° JlBa 1BATa, TOCTaBEeHHM €OWH JIO JAPYT
YBEIMYABaT I[BETOBUS KOHTPACT Ype3 OTMECTBAHE
KBbM JIOITBJIHUTEITHUS IBAT Ha (hOHA.

. Bcekn 1mBaT Ha  GoHa Ha  CBOS
JIOTBITHUTEINIEH Ce YCellla KaTo MO-HACHTEH.
o IMocraBeHn eawH 1O Jpyr MpEeaMETH C

€/IHAKBB IIBETOBH TOH, HO C Pa3lIM4Ha HACUTEHOCT,
mo-cn1ab0  HACUTEHHWIT C€  OTMECTBA  KBM
JOITBTHUTEIHUS, YBEIMUABAHKNA KOHTPACTA.

Adanmayust KoM APKOCH HA Yeemoseme
. [lpu romsiMa spKOCT Ha 3aJaJicH IBAT B
HaOJII0JTABAHOTO T10JIC YYBCTBUTEIHOCTTA KbM HETO
HamaysiBa, 3a CMETKa Ha yBeJMYaBaHE Ha
YyBCTBUTEIIHOCTTa KBbM II0-CJIA00TO BBH30OYKIaHE B
MOCOKA yBellM4aBaHe Ha KOHTpacTa

Koncmanmuocm na yeemogeme
. I[BeThT ce 3ama3Ba HE3aBUCHMO OT
W3MEHCHHUETO Ha OCBETEHOCTTAa B ONpEJCIeHU
TpaHHUIIH.

. Ilpu crmaba ocBEeTEHOCT ca BUJIUMHU CaMO
YEpBEHU, 3€JICHU W  BHOJICTOBH  NPEIMETH,
OpaH)XeBH, HEOCCHO-CUHHM U )BJITH CTABAT YCPBCHH,
3enieHn U cuHU (edekT Ha berona-bpioke).

Te ca pe3ynrar OT SAPKOCTHA ajamnTalus Ha
CCH30pUTE B OKOTO KbM CBETJIO — HAMaJsiBaHE Ha
BB3MPUATHETO TPH YBEIWYaBaHE Ha SPKOCTTA; U
KbM THMHO — YBEJIHMYaBaHE Ha BB3NPHUITHETO MPH
HaMaJIsIBaHE Ha SPKOCTTA.

Ilenta Ha HACTOAIIMS CTATUCTUYECKU
aHamM3 €  OMNpeJelisHe Ha  IPUOPHTETHUTE
OTKJIOHCHHS TP M300p Ha IIBST, ChOTBETCTBAIIl Ha
3aImaMeTeHO I[BETHO TOJIE C TOIsIMa TIIOMI,

2. MeToa Ha u3ciieiBaHe
2.1 Onncanne Ha eKCIlepAMEHTa

[Ipeio)keHUAT TECT Ce TPOBEXKAA IPH
HaOnromeHNe Ha MOHHTOpPEH ekpaHHa 18-te
OIIBETEHW IoyieTa Ha Tectepa Ha GretagMacbeth —
¢urypa 2 (mpunoxkenue 2). Te ca cHHTe3upaHd B
JiBa BapUaHTAa: PAaBHOMEPHO OLBETEHO Moie 0e3
pamka ot cuBo (Ng) u c pamka ot cuB ¢oH (Gr).
[Tomerara ca CHHTE3WpAaHH C J(Ba pa3Mmepa:
MaKcUMaJleH pa3mep Ha ekpaHa— Pwur.3a u 30, u 9
Ha Opoi MaJyku moseTa 3a u300p, KaTo KOMOMHALIUS
OT ToJie 0e3 OTKIIOHEHHE U TI0JIeTa C OTKJIIOHCHHUS B
[[BETHOCT W IIBETHOCT M SPKOCT IIPH HaMajeHa
o —dwur. 3B (mpuioxkeHue 2).

,ZZCIHHH 3a mecmoeunie nojiema

[TonGpanute croitHOCTH ca nedWHUpPaHU B
Lab cucrema (KOHKpPETHUTE AaHHU 3a IoJieTara ca
najaeHu B [4]) mpu Touka Ha OSJIOTO 32 U3TOUHUK
D50. Pamxupamusr cuB ¢oH Ha BapuaHT 30 €
opasmepeH Ha 2% oT olmmaTa U0l Ha €KpaHa ChC
CTOWHOCTH Ha IIBETO-00pa3yBallluTe 3a CPEAHO CHBO
(R=G=B=127) .130panuTe OTKIOHEHUS B MAJKHATE
roJieTa ca 1o oTHomeHue Ha Lab cucremara, KakTo
cmeaBa: -5 u +5 mo oc a, -5 u +5 mo oc b; u B
KOMOMHAIIMS ¢ OTKJIOHEGHUE B SIPKOCTTa M JiBa OT
0a30BUTE LBATA B LIBETHOCTTA: -3 MO a, -3 0 b U -2
mol; -3moa,-3mobu+2mol,+3moa,+3mobu
-2mo L; +3 mo a, +3 mo b u +2 mo L. OGmiara
pasmuka AE [], koaro ce d¢opMupa Karo
OTKJIOHCHHE 3a BCSKO ITOJIE € MPHOIMU3UTETHO 5.
OTKIOHEHWE Ha +a Wik +b 03HavaBa JIOHACHUIIAHE
Ha mnBera. OTKJIOHEHWe Ha -a ®W -b jdaBa
obesuBersBane. JlobapsHe Ha +L mimm —L mpomens
pa3Mepa Ha paBHHHATa HA I[BETHOCT B 3aBHCHUMOCT
OT pa3juKaTa OT 0a3oBaTa CTOMHOCT 3a SPKOCTTA:
KOJIKOTO TO-0mm30 mo HmBO S50 e pesynrara,
TOJIKOBa pa3mepa € mo-rojsM. Hapembara Ha
JICBETTE I0JICTA 32 BCCKU IIBAT € Pa3JInvHa.

Ilpoyedypa no nauanna xanubposxa

TecThT ce mpoBexIa MpU CPEIHO OCBETIICHUE,
(ocBetenoct 121-135 (max= 255)) u ¢ukcupana
L[BETHAa TeMIeparypa Ha ocBeTiaeHuero-7500
K.13non3Banu ca 17 moHuTOpHM, C HayaigHa
kamuopoka kpM 9000 K, rama xopexums 2,2. B
tabimna 1 (mpumokeHue 2) ca JAJCHU BIVIOBUTE
pasMepH Ha HaOJII0JaBaHUTE TOJIETa OT Pa3CTOSIHUE
40 cm. llBeroBeTe Ha MOHUTOpA CE HACTPOWBAT [0
CHBIAJCHUE HA I[BETa Ha BU3yaJM3HpPAHHUTE MOJIETa
Ha TecTepa ¢ U3MEPEHUTE C KOJIOPHUMETHP.

Tecmosa npoyedypa

TectoBaTa npoueaypa BKIIOYBA!

-HAOJIOICHHE HA IOJIETO C ToJigMa IuIoI] 3a 4-6 c.;
-CMsSiHA Ha HM300pPKEHUETO C MOoJieTaTa C MajKh
IUIOLLIM;
- m300p Ha TOJIe, KOCTO CIOpE] TECTBAHUSI HMa
CBHIIHSA IBAT KATO MPEAXOIHOTO C TOJSIMA TUIOII
-IIpeMUHABAHE KbM CIIC[BAII I[BSAT.

[IpuoskeHnTe pe3ynTaT ca OT TeCTBaHe Ha
43 unauBUIA HA Bb3pacT Mexay 20 u 32 T.

2.2 O6paboTKa HA TaHHUTE

3a OChINECTBSIBAHE HAa aHAIM3a TOJTYYCHHUTE
JIaHHY Cca TPETUPAHU TI0 CIICHATA METOMKA:
. Bcesiko mosne € mpuBeieHO KbM JIBJDKUHA Ha
BBJIHATa HAa CHOTBETCTBAI[ CIIEKTPAJICH IBIT. 3a
IeJiTa ca U3MOI3BAHN CTaHAapPTHU TpaHChOopManuu
mo mnpecmsatade [5]. IlypmypmHata 30Ha e
MpencTaBeHa 4Ype3  JONBIHUTENEH [BAT  (C
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oTpulilaTeaHaTa  Ab/DKMHA  Ha
HACPEIIHUS CIICKTPAJICH I[BST).

. CTraTUCTUYECKUTE JaHHU OT TECTBAHETO ca
MIPUBEJICHU B MPOIICHTH

. JlanHWTE Ca MperpynupaHd U TMOAPEACHU
10 HapacTBalla Jb/DKHHA Ha BhiHATa. [lypnypHara
30Ha € CBaJicHA NPEIu BUIAMMHMS JAHANa30H 4pe3
nobaska Ha 800 KM IBJDKMHATA HAa BBJIHATA.

. HampaBeHa e chrocTaBka Ha XUCTOTPAMUTE
3a MPOIEGHTHO HATPyNBaHE C KPUBUTE Ha
BB3NPHUITHE Ha CPEIHO-CTATUCTHYCCKH
HaOdIo#aTeN, 3a BCAKO HaYaIHO JAc(UHUPAHO
OTKJIOHCHHE.

BBJIHATa Ha

TecTbT ce mpoBeXxaa MpH CPETHO OCBETICHHE,
(ocBerenoct 121-135 (max= 255)) u ¢ukcupana
[BeTHA TeMmImeparypa Ha ocBerTiernero-7500K.
M3nomsBanm ca 17 MoOHHTOpPH, C HadvaigHa
kanuOpoBka kbM 9000 K, rama xopekuus 2,2. B
Tabnuua | ca JajgeHd BIVIOBUTE pa3sMEpH Ha
HaOII0aBaHUTE TI0JIETa OT pa3cTosiHue 40 cM.

3. PesyaraTn

B Tabmuma 2 (mpuiokerue 1) ca moapeneHn
IOBJDKMHUTE Ha BBJIHATA 3a BCSIKO H3MOJI3BAHO
UBETHO moje. [IpoIeHTHOTO pa3npeneieHue OT
HaTpaBeHUTE HM300pH MO BpEME HA TECTBAHETO ¢
mokazaHo B Tabmuma 3 (mpuioxenume 1). Ha
rpadpukute Ha ¢urypa 4 (npunoxenue 1) ca
MOKa3aH!U IMOCJIEeIOBATEHO pa3lpe/ieieHusITa Ha
MPOICHTHUTE TONAJIEHUs CIOpe] JbJDKHHATA Ha
BBJIHATA 32 BCHMUYKM MaJKH LBETHU Tosera. Besko
moJie € 0TOeNsI3aHO ¢ OTMECTBAHETO CH. B cHHBO ca
mojierata 0e3 HaMYEH KaHT, a B PO30BO — C
HaJIMYeH TaKbB.

[lony4yenute cymapHu OaHHU B Tabnuua 3
SICHO TIOKa3BaT NpPUOPHUTETeH u300p Ha TOJe,
OTMECTEHO KbM yBEJIMYaBaHE Ha HACUTEHOCTTa U

yBeIMUaBaHe Ha SPKOCTTA. Criopen
pasIpeNeneHrueTo Mo IbDKHHNA Ha BhIHATa — HaW-
4yecTo TpaBWwieH u300p ce TpaBHW, KOTaro

ornBeTsABaHeTO0 € B uHTepBanma 588.1-590.4 nm.
TennmeHus 32 OTMECTBAHUATA KbM JJOHACHUIIIAHE HA
yepBeHO (+5a) ce HaOnromaBa 3a I[BETOBETE B
myprnypHata rama. M300p ¢ oTMecTBaHE KbM
HacUIllaHE Ha CHUHBO — (+5b) e HaimyeH B
uHTepBana 451.9 — 485.5 nm. M360p ¢ noHacuiane
Cc yBenmuaBaHe Ha spkoctra - (+3a+3b+3L) ce
MoJTydaBa IMpH HAOIIOJEHHWE HAa CBETJIO-BHOJIETOBO
(mypniypnaa 3ona) -569 nm u umHTepBaja 559.8 —
582.2 nm. 3a ocTaHaJuTe BapHaHTH, HU300pPBT €
OTHOCHTEITHO PaBHOMEpPHO pasmpeneneH. 1psoOBa
Ja ce OoTOelexu W JmIcaTta Ha U300p Ha
noHacuiiane kbM 593.7 nm uepBeHo (+5a) mpu
JIUIICBAN U HaJIM4YeH cuB KaHT 3a 589.4 (Light skin).

Ha ¢wurypa 5 (npunoxenue 1) e mokazaHo
OTPKEHHETO Ha MaKCUMalHHUTE TMOMNaJCHUS B
KPUBUTE HA YYyBCTBHTCIHOCT HA 3PHUTCITHUTE
cem3opu. Kakrto Moxke Jga ce BHIM  OT
CBHOTBETCTBHUETO Ha 30HHUTE, HaW-4eCTO NpaBUIICH
n300p ce MpaBH MpH KOMOWHAIMS Ha ACHCTBAIH
CCH30pH 3a 3€JICHO W YEepBEHO C INPUOPHUTET Ha
4yepBeHOTO  (opamkeBaTta 30Ha). M30op ¢
JIOHACHI[aHE C€ MpaBH B 30HUTE Ha INPEXOJ] Ha
MPUOPUTETA HA CEH30pUTE.

4. 3akjIroueHue

OT mnonyyeHWTe JAHHU | HalpaBeHUS
aHaJIM3 MOT'AaT JIa CE HAMPABSAT JIBE XUIIOTE3H:

1. TlameTTa 3a 1[BETOBE Cjie/Ba 0COOEHOCTHUTE
Ha BB3NPHUATHE 3a JOHACHINAHE Ha IIBETa IIPH
HaJIMYue Ha (JOH ChC CXOHO OIIBETSBAHE;

2. llorpemen m300p ce MpaBH OCHOBHO TIPH
[[BETOBETE, BB3JICHCTBAIM B 30HATAa HA MPEXOJ B
MPUOPUTETA HA YYBCTBUTEIIHOCTTA HA CEH30PUTE.
Karo BB3MOXHOCTM HAIPaBEHOTO WU3CJICABAHE
MOJKe J]a TOCTYKH B HAIIPaBJICHUS:

-1pu pa3paboTBaHE HA TECTOBE 3a MPOQECHOHAITHA
MIPUTOJTHOCT U

- MpU KOAMpaHEe B M300paKEHUs HAa CKPUTH BOIHHU
3HALK WK Apyra uHopmarus.
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IHpunoscenue 1
Tabnuya 2 /[vioicunu Ha 6baHAMA 30 pA3IUYHUME CLYYAU

© © o © G f _1 ;é S ma
< 2 @ b w e | =9 e8| &9
T + ! '

Dark skin 590,4 596 | 5849 | 587,7 | 596,3 | 591,6 | 591,3 | 589,44 | 5893
Light skin 589,4 | 593,7 | 585,1 | 587,1 | 593,6 | 5902 | 590,1 | 588,6 | 588,6
Blue sky 477,1 | 469,8 | 481,1 | 477,1 | 477,1 | 474,1 474 | 480,2 | 4803
Olive green 560,7 | 5549 | 566,1 | 563,6 | 5554 | 559,6 | 559,8 | 561,8 562
Light violet 366 | -566,4 | 464,1 | 4519 | -567,3 -569 -569 | 4433 | 4424
Light blue-green | 502,2 | 501,9 | 502,6 509 | 497,8 | 5053 | 505,3 | 499,3 | 499,3
Orange 588,1 590 586 | 587,5 | 588,6 | 589,1 | 588,8 | 5873 587
Violet 461,8 446 | 469,2 | 4659 | 4543 | 459,4 | 458,4 | 4652 | 4647
Red 627,7 | 642,1 618 | 613,3 | -496,3 | 622,6 | 6213 | 640,6 | 6387
Purple -559,4 | -554,3 | -563,8 | -563,7 | -551,5 | -559,9 | -559,8 | -558,8 | -558,7

Yellow-green 565,5 | 563,8 | 567,6 | 566,1 | 564,8 | 564,5 | 564,8 | 566,3 | 566,5
Orange- yellow 581,4 | 583,1 | 579,6 | 581,2 | 581,6 | 5824 | 5822 | 5804 | 5803

Blue 456 | 437,5 | 4648 462 | 443,8 | 455,1 | 452,9 | 4589 | 4574
Green 548,7 | 544,6 | 552,7 | 5522 | 543,5 | 548,5 | 548,9 | 548,4 | 5487
Dark red 6164 | 6232 | 6109 | 6109 | 6273 | 6169 615 | 6183 | 6167
Yellow 575,5 | 5739 577 | 5755 | 5754 | 5745 | 5746 | 5764 | 5764
Magenta -513,3 | -511,1 | -516,4 | -524.3 -507 | -516,7 | -516,8 | -510,1 | -510,1
Cyan 486,60 | 487,7 | 4853 | 4855 | 488,1 | 486,5 | 486,6 | 486,6 | 486,7

Tabnuua 3 Cmamucmuuecko pasnpeodeieHue Ha nonadenusama 6 % Ng — 6e3 cus kanm, Gr — CbC cus Kanm

0 | +5a | -5a | +5b | -5b | +3a+3b-2L | +3a+3b+2L | -3a-3b-2L | -3a-3b 2L

. Ng [31] 14] 2] 0] 10 2 18 4 18

Dark skin - =509 2 9 2 7 12 5 16
. . Neg | 24| 0] 4| 4| 14 8 13 8 18
Lightskin - =553 0T 0 5] 7 9 14 28 14
Ng | 8| 8| 8| 18| 4 2 22 6 22

Blue sky Gr| 2| 2] 21| 26] o 5 12 0 28
Olive green | NE| 81 6 41 211 6 41 4 6
Gr|12] 12] 9] 16] 21 7 19 2 5

. Ne | 22| 0] 4] 4| 6 12 33 8 10
Lightviolet == =0T, 26 | 2 9 12 9 16
Lightblue- | Ng | 6| 8] 10| 6] 22 10 10 2 24
areen Gr| 9| 14| 5] 2] 26 5 21 0 16
Orangs Ne | 27| 4] 6| 16| 8 8 10 4 16
Gr | 26| 9| 5| 23] 5 5 21 5 2

. Ng | 20| 12| 6] 16] 10 8 6 2 18
Violet Gr | 12| 9] 7| 19] 7 21 7 2 16
Red Ng | 2] 22| 12| 6] 20 12 8 2 14

Gr | 14| 33| 2| 7] 9 12 9 5 9

Purple Ne | 4] 31| 4| 2] 16 6 29 0 8
Gr| 9| 37| 2| 9] 14 5 14 5 7

Yellow-green | N 10| 61 0] 14 4 10 39 6 8
Gr| 21| 7] 7] 9] 7 5 30 9 5

Orange- Neg | 10| 8| 8| 20| 10 8 27 4 4
yellow Gr | 16 12 9 9 5 2 44 0 2
Blue Neg | 12| 12| 18] 18] 16 0 6 6 10

Gr | 14| 14| 12| 23] 12 5 2 7 12

Groen Ng | 8] 20| 14] 10| 8 18 8 6 6
Gr| 5] 21 19] 5] 5 14 19 14 0

Neg | 12] 10] 2| 2] 20 20 16 8 8

Dark red Gr| 5| 14| 2 7 21 28 5 7 12
Vellow Ne | 4] 16] 14] 8| 6 8 29 10 4
Gr| 7] 16| 14| 14| 5 9 23 9 2

Magenta | NE| 4 20 4614 14 29 4 4
Gr| 0] 19] 5] 5] 19 23 12 14 5

Cyan Ng | 8| 18] 4] 22| 2 16 18 4 6
Gr|12] 12| 2| 35| 5 9 19 5 2

s Ng | 12| 12] 7] 10] 11 10 20 5 12

Gr | 13| 14| 8| 14] 9 10 16 7 9
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Due. 4. Pasnpedenenus Ha npoyeHmuume
nonaodenusi cnopeo ObIANCUHAMA HA 8bIHAMA 34
BCUYKU MATIKU YGETNHU Noema
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A SURVEY OF METHODS AND TECHNOLOGIES
FOR BUILDING OF SMART HOMES

GEORGI PAZHEV

Abstract: This paper explores the main concepts for development of smart home and
presents basic architectures employed. From the wide variety of developments in the recent
years, a survey of some of the most significant ones has been made. They use technologies
such as cloud computing, IoT (Internet of Things), and interfaces such as ZigBee,

Bluetooth, Ethernet, WiFi.

Key words: smart home, Internet of Things (IoT), Advanced Metering Infrastructure

(AMI), Cloud Computing

1. Introduction

Smart home has been subject of research
over the past fifty years, and the interest continues
to present days. There are several projects which are
created about this topic — from smart grid
infrastructure to development of smart home
projects based on industrial automation built by
commercial products and open source hardware.
There are three main categories of smart home (SH)
technologies  [1]:  in-home;  home—to-grid;
home/grid-to-enterprise.

In-home  technologies include local
monitoring and control capabilities. They address
the intelligent management of devices available in
the SH, extracting and utilizing both internal and
external information. If present, they provide the
optimum usage of the locally produced energy,
supplying local loads and injecting the surplus on
the grid. Alternatively, as a result of a demand-side
management strategy, it reduces local consumption
for satisfying external power peak demand, thus
improving customers’ profits, due to favorable
tariffs.

Home-to-grid technologies include
measurement capabilities, remote control and
monitoring. These are mostly used to interconnect
houses and to connect them with grid operators and
utilities, thus enabling reciprocal real-time
information exchanges.

Home/grid-to-enterprise technologies are
mainly used to link the information generated
within the smart home with enterprise services.
They support the management of the infrastructure

via decision-support functionality that can be used
to apply control strategies.

The basic node of the energy management
system, which could be a whole or a part of the
smart home is the metering unit. The metering unit
represents the interface between the grid and the
end user — it is main element of full integration of
smart home with the smart grid (Fig. 1) [1]. In the
1990s the utilities began introducing of automated
meter reading (smart meter) with the ability of
unidirectional communications of the energy
consumption to a central unit by means of power-
lines or wireless communications, thus yielding
significant reductions in billing costs and
inaccuracy. A smart meter is a digital, advanced
device with high accuracy, control, and
configuration functionality with better theft-
detection ability. Meter communications can be
from the meter to the devices in the buildings and
from the meter to the energy utility.

User
sy
1
o Ly
Q
\ Sewe Washing

Fig.1. Smart Home with smart metering
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AMI (Advanced Metering Infrastructure)
represents a full exploitation of meters’ capabilities,
allowing full automation of the billing process and
adding flexibility to time-of-use billing. AMI
meters maintain continuous bidirectional
communications with the utility and automatically
read either on schedule or on demand by the
enterprise billing system. This mechanism provides
an opportunity for the utility to perform real-time
system analysis and gather feedback on power
utilization as well as to upload information on the
smart meter, allowing local policy aiming for
energy management and consumption reduction.

2. Conceptual basics for building of smart
homes

Smart homes nowadays are equipped with
many devices such as smart meter, in-home
displays, renewable energy sources and storage, and
smart appliances such as washing machine,
refrigerators, TV, oven, thermostat, HVAC, lights,
and plugs for electrical cars [2]. A home area
network is considered the backbone communication
network that connects these devices. It is a two-way
communication that is utilized in the demand
response, advance metering infrastructure,
distributed energy generations and storage. The U.S
Department of Energy presents two types of home
area network architectures namely: utility managed
and utility and consumer managed.

Utility

ity

Ltility Gatewary

——
=
b -

Fig. 2. Utility Managed architecture

2.1. Utility managed architecture

In this architecture, the utility monitors
controls and manages smart home appliances via its
private network. This architecture is shown in Fig. 2
[2]. The smart appliances are connected to the
utility control server via utility gateway and
network. The smart appliances send information to
a smart meter, which collects and stores information
data and then send it to utility control server
through utility gateway. The utility is capable of
monitoring the power consumption for billing
purposes and it can control the appliances. The user

is connected to the utility via internet. He has only
access to information that is provided by the utility—
he has no control and can only monitor the
performance of appliances.

2.2 Utility and consumer managed
architecture

This architecture is shown in Fig. 3 [2]. The
internet gateway and the utility gateway are
connected in home with intermediate hub. The users
and the appliances can exchange data and control
commands through this common gateway/hub.
Home owners can access their home appliances’
control system directly through Internet gateway as
well as through the utility server. Furthermore, any
relevant information about the appliances can also
be delegated to a third part through the Internet.

Third Party

| j‘

tility

Al
NN |

Smant Washing Smart Oven
Sman Rurigerator Maxchine Bectrical Cor

Fig. 3. Utility and Consumer Managed architecture

3. Related work

The smart home is created because of the
following main purposes — comfortability,
entertainment, health care, energy management and
surveillance and security. Chandra Sukanya
Nandyala and Haeng-Kon Kim proposed healthcare
system architecture, which is based on both Cloud
and Fog computing as shown in Fig. 4 [3].

Fig. 4. Fog and loT-based real-time u-healthcare
monitoring
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This architecture is based on four tiers:
Health Sensor tier, Fog tier, Core tier and Cloud
tier. The Health Sensor tier is designed for M2M
(Machine to Machine) interactions and collects,
process the data, and issues control commands to
the actuators. It also filters the data to be consumed
locally, and sends the rest to the higher tiers. The
Fog (Edge) tier works like sensing, control and
correlation. It supports wired and wireless
connectivity. This tier must support many different
protocols, such as Zigbee, IEEE 802.11, 3G and 4G
to accommodate a variety of endpoints.
Additionally, this tier must be modular to scale to
meet the growth requirements. The components and
services offered within one module should be
similar so that additional modules can be added in a
short span of time. The health sensors from health
sensor tier collect data and forward that information
to the controllers. The controller can forward any
information gathered from the sensors to other
devices in the Fog. The health controller is able to
process this data locally, analyze and determine
optimal health patterns to take action on it. Using
this information the controller will send signals to
actuators in the system to transmit data or notifies to
medical staff and family members via mobile
devices.

The Core tier tasks are to provide paths to
carry as well as transfer data and network
information between numerous sub-networks. The
traffic profile is the critical variation between IoT
and traditional core network layers.

The Cloud tier tasks are to host applications
and to manage the IoT architecture. This tier
contains data centers for network management and
applications.

For reducing the energy consumption
several decisions for building of home energy
management system are proposed. lhsan Ullah
suggests an architecture of home energy
management system, which is based on load
priority for high power appliances like air cooling
system, water heating, electric vehicle charger and
air conditioning and execution of demand response
(DR) events [4]. A DR event is defined as an action
taken to alter the electricity demand in response to
the changes in the electricity prices over time. A
customer that takes part in the DR program can be
informed of a DR event by an external signal from
the retailer through his smart meter. During a DR
event the home energy management algorithm
allows the residents to run their appliances as long
as the total household consumption remains below
the specified demand limit. At the same time home
energy management algorithm takes into account

the load priority and customer comfort preferences.
Jongbae Kim et al. suggest an IoT (Internet of
Things) home energy management system for
dynamic home area networks (Fig. 5) [5]. They
propose an energy management system based on
user-centric service domains where the user-centric
services are provided autonomously, based on the
contextual information related to users and
environments. The user uses a nomadic agent (smart
phone or tablet) to enter the service domain. The
networked devices (e.g. networked appliances,
networked lighting systems, smart meters, and
networked PV systems) in home area networks
exchange data via the nomadic agent, by
constructing peer-to-peer (P2P) connections.

Fig. 5. Home energy management system for
dynamic home area networks

The implementation of smart homes is
based on creation of heterogeneous sensor
networks. There are variety of network interfaces
and protocols for building automation. The sensor
network is using gateways to provide transparent
work of the applications. The sensors and actuators
provide variety wired and wireless interfaces like
I°C, 1-wire, Bluetooth, ZigBee, WiFi and so on.
The sensors measure the parameters of environment
and send data to a control gateway. This gateway
collects data, stores and analyze them and could
forward them to cloud network for the further
analysis. Variety of proposals exist for building
home automation. Zubir Nabi at al. suggest a cloud
based smart home environment named Clome. The
Clome architecture is shown in Fig. 6 [6]. All
entities inside the house are connected to the outside
world through a programmable network switch. All
applications and smart appliances have a CPU-
heavy end staged in the cloud represented by S and
a thin-client end represented by C. Applications in
the cloud can make use of both simple storage and a
transactional database. Users interact with and
control the system and all applications through a

Copyright © by Technical University - Sofia, Plovdiv branch, Bulgaria
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natural user interface. Traditional devices such as
PCs, smart phones, and tablets are also connected to
the same network and can also be used to access
applications staged on the cloud. The
implementation of this architecture is based on high
speed OpenFlow gateway switch which connects
the home appliance to the cloud. For
implementation of natural user interface is used a
Microsoft Xbox Kinect device, which contains built
in RGB camera, depth sensor and microphone for
detection of user gestures and voice commands.

Fig. 6.Clome Architecture

Anindya Maiti suggests another cloud based
home automation model called Home Automation
as a Service (HAaaS) [7]. This cloud service
architecture is based on PaaS, where computer
hardware, operating system, data storage and
network bandwidth are outsourced, while
application and data are managed by the HAaaS

(Fig. 7) [7].

HAaa$S

Automated Appliances

Applications

Managed by
HAaaS
Customer

Managed by
HAaaS
Provider Data

Runtime

Middleware

Operating System
Virtualization

Servers

Jopuaj pnop Aq paBeuey

Storage

Networking

Fig. 7. Home Automation as a Service Architecture

For realizing of amalgamation of cloud and
home automation the bridge link is the internet and
there are considered two approaches to realize them

— using an internet gateway or using Internet of
Things (IoT).

Chih-Yung Chang et al. suggest a smart
home architecture based on created IoT Access
Point [8]. Fig. 8 [8] depicts the application scenario
of the IoT AP for smart life where three network
types are considered. The first one is Ethernet,
which allows an Access Point connecting to
Internet; the second one is Wi-Fi, which provides
Internet connection for handheld devices via an
Access Point; the third one is ZigBee, which is
characterized by low-power and commonly
embedded in sensors for environmental monitoring
or event detection.

Internet

Ethernet

ligBee
@A:LK-@
Power Meter
=l
b 3
On/Off
Power Switch

Fig. 8. Smart Home Architecture based on loT
Access Point

Moataz Soliman et al. suggest a smart home
architecture, which integrates Internet of Things
with Web services and Cloud Computing as shown
in Fig. 9 [9].

Web Application Client
Sensors Actuators

sbuipeay pueg
SpUBWIO) Isenbay
SPUBLILIO) PUSS
sBuipeay jsanbey

Front End

| = |

Store Get Enqueue Get
Readings Commands

I Database/Datastore I

Fig. 9. Smart home architecture, based on
integration of loT with Web services

This architecture contains the following
major components — microcontroller-enabled
Sensors; microcontroller-enabled actuators;
database/data store; Server API layer and web
application. The microcontroller-enabled sensors
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measure the home conditions. The microcontroller-
enabled actuators receive commands transferred by
the microcontroller for performing certain actions.
The commands are issued based on the interaction
between the microcontroller and Cloud services.
The database/data store component stores data from
microcontroller-enabled sensors and Cloud services
for data analysis and visualization, and serves as
command queue being sent to actuators as well. The
Server API layer, which is between front-end and
back-end, facilitates processing the data received
from the sensors and storing the data in database. It
also receives commands from the web application
client to control the actuators and stores the
commands in database. The actuators make requests
to consume the commands in the database through
the server. The Web application, which is serving as
Cloud services, enables to measure and visualize
sensor data, and control devices using a mobile
device.

Another smart home automation work is the
voice assistant Amazon Echo (Amazon Alexa). This
assistant is made by Amazon and suggested in vary
variants — echo dot, echo, echo plus, echo spot and
echo show. Echo device is a smart speaker, which
can play music and execute voice commands given
by the user. This smart speaker provides features
like hands free calling and messaging, voice
recognition and control of appliances. The
implementation of the features is based on skills,
which Echo looks for them at the Amazon Alexa
Service Platform as shown in Fig. 10.

Spoken |,
Responses

Voice audio for
processing / audio
Voice responses

commands Custom Skill code

Amazon . (AWS Lambda, or
o Aexa | other HTTPS

Service | L nised JSON endpoint)
requests / response

Platform

Echo Device

Response Cards

Alexa Companion
Phone App

Fig. 10. Amazon Echo skill architecture

As shown in Fig. 10 [10] the user speaks to
Echo, using trigger words so that Echo knows that it
is being addressed, and identifies the skill that the
user wishes to interact with. The Echo device sends
a request to the Alexa Service Platform, which
handles speech recognition, turning the user’s
speech into tokens identifying the “intent” and any
associated contextual parameters. The intent and
parameters for the user’s request are then sent as a
JSON encoded text document to the server side skill
implementation for processing. The server side skill

receives the JSON via a HTTP request. The skill
code parses the JSON, reading the intent and
context, and then performs suitable processing to
retrieve data appropriate to those. A response JSON
document is then sent back to the Alexa Service
Platform containing both the text that Alexa should
speak to the user and markup containing text and an
optional image URL for a “card” that appears in the
Alexa companion smartphone app. The Alexa
Service Platform receives the response, and uses
text to speech to speak the response to the user
whilst also pushing a card to the Alexa companion

app.

4. The ideal smart home

Which are the requirements for the ideal smart
home? That is the basic question, which needs to be
answered. The smart home has to respond and
satisfy the needs of very different groups of
domestics. For this it is necessary to know the
requirements and needs of the household, interested
in having a Smart Home.

A survey conducted in 2012 in Poland
explored the behavior of households to predict the
usage of the most frequently used home appliencies.
Krzysztof Gajowniczek and Tomasz Zabkowski
explored the usage of electricity by using smart
meters in households [11]. The households are
situated in a flat of about 140 m* floor area and
were equipped with various home appliances
including a washing machine, refrigerator,
dishwasher, iron, electric oven, two TV sets, audio
set, coffee maker, desk lamps, computer, and a
couple of light bulbs. The data were gathered during
60 days, starting from 29 August until 27 October
2012. For the analysis they extracted 44 days for
which they gathered a set of user behavioral
information such as devices’ operational
characteristics at the household. With their analysis
they are found the probabilities for activation of
each home appliance at the whole day and they are
grouping activation of each appliance at the whole
day and whole week. Such surveys give basic
information for further developments so they could
be based on the consumer requirements.

The smart home proposals, which are
mentioned in section 3 could be compared by
following parameters — latency, scalability,
hardware requirements, complexity, bandwidth
size-requirements and their dependencies. This
comparison is represented in table 1.

Copyright © by Technical University - Sofia, Plovdiv branch, Bulgaria
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Table 1. Comparison of smart home proposals

Hardware Bandwidth size

Smart Home Proposal | Latency [ Sealability Complexity Dependencies

ToT and Fog based
mon caltcar

high high high high

high high high high

As represented in table 1 the proposals are
evaluated in scale of following grades: low, middle
and high. In the first proposal, which is based on
Fog computing, the hardware requirements are set
to high because of the requirements of computer
hardware to store local information need for the
instantly decisions and multiple gateways about
creation of the Fog network (Fog tier). The
complexity of the structure of this proposal is high
because it uses three paradigms simultaneously —
Cloud, Fog and IoT. These paradigms require
provision of variety of networks, network protocols
and gateways for their integration. In this proposal
the usage of these paradigms makes the latency to
the low grade, which is a very good advantage.
Decisions that need to be made immediately are
made by the Fog, but the decisions that take a long
time to do so are made by the Cloud tier.

The second proposal “Clome” is evaluated to
high bandwidth requirements, high hardware
requirements, low scalability, high complexity and
high latency. The complexity is high because the
usage of different hardware platforms for each
appliance and for the need of high bandwidth
OpenFlow gateway switch, which connects the
home automation to the Cloud. The scalability is
low because of the dependency by the application
suite provided by the Cloud. From one side there
are variety of home appliances, which does not
provide Cloud integration and from other side is the
requirement of each appliance to be compatible
with the Cloud. The hardware requirements are high
because the usage of Microsoft XBox Kinect and
OpenFlow switch. The latency is high because the
system must reference to the Cloud platform for
each decision.

The IoT Access point is evaluated to low
complexity because it uses only three types of
networks — ZigBee, WiFi and Ethernet. The
scalability is set to high because both interfaces
ZigBee and WiFi are highly scalable and most of
the appliances provide WiFi and ZigBee. In this
proposal there is an achievement of low latency
with low hardware and low bandwidth
requirements.

The IoT Energy Management system for
dynamic home network with the nomadic agent is
characterized with low latency, low complexity,
high scalability and low bandwidth and hardware
requirements. In this proposal there are the same
achievement as in loT Access Point — low latency
based on low complexity with low hardware and
bandwidth requirements. The only disadvantage is
the dependency of the location with the nomadic
agent. This is a disadvantage because the following
reason - only the nomadic agent could have
connection with the central server. The consequence
of this generates the dependency of location of the
nomadic agent. When the nomadic agent is out of
the room or house the user cannot control the
appliances remotely.

In both proposals HAaaS and Amazon Alexa
all parameters are evaluated to high grade. They are
open platforms, which are based on IoT and Cloud
computing paradigms. Their latency is high because
both systems are controlled by the Cloud.
Especially Amazon Alexa sends the audio data
obtained by the user speech to the Cloud. Then
Cloud process tokenized JSON requests to find the
skill, after that executes the skill with parameters
given by the user’s speech and responses with the
result to the Amazon Echo sound device. All
transactions to the Cloud machine for each
command by home appliance or by user speech
leads the latency to high grade. Therefore it requires
not only high bandwidth requirements but also high
hardware requirements need for the processing of
the data.

The last proposal is characterized with low
complexity — it uses ZigBee network for connection
with all home appliances and uses Ethernet for
interaction with remote server, which is used to
collect sensor data and controlling of the appliances.
This network is highly scalable — it provides variety
of connected devices at the same time. The latency
is set to middle grade because there are needed
requests to the server’s database for loading the
commands, which must be executed by the sensor
or actuator. If the control commands, which must be
executed by each actuator or sensor, are loaded by
them only one time (during initial configuration of
the home automation) by usage of local permanent
memory with multiple cycles (flash ROM or
EEPROM), then the latency will get low. The
bandwidth and hardware requirements are also
evaluated to low grade, because the parts of this
home automation proposal does not send big data,
which could load the communication environment
and hardware platforms.
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5. Conclusion

In the modern world of rapid technological
progress, modern technologies have entered not
only in industry and industrial production, but also
in the everyday life of all households. This striving
to facilitate and improve everyday life and lifestyle
predetermine the growing interest and research into
smart homes. The variety of networks and
technologies available so far are a good prerequisite
for building a smart home - from M2M and IoT to
Cloud and Fog Computing.
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NATURAL BARRIER WALL DESIGN FOR RADIATION AND
NOISE PROBLEM ON THE ECOLOGICAL AIRPORTS

HATICE POLAT!, KUBRA CELIK?, HALUK EREN?*"

Abstract: The airports located nearby to cities are affecting human life negatively due to
emitted radiation and noise. Ecological airports are aiming to increase the life quality. The
ecological barriers built around the airport could decrease the emitted radiation and noise.
With this study, the airports will be designed more environmentally friendly places for
humans. This study will investigate the ecological airports’ factors in terms of plant cover,
the geometric shape of the plants and density of the cover that can be placed around the
airports. Thus, the installation cost will be calculated with an optimization function with
different parameters. With this function, a proposal has been developed to ensure that such
an ecological discipline is compatible with time, labor, monetary cost, and climate or
terrestrial conditions. The structure of airports also affects climatic events. This will also
include factors such as greenhouse effect reduction, fresh air supply, and oxygen production.

Key words: ecological airports, airport design, natural acoustic barriers

1. Introduction

The airports emits radiation [1][2] and noise
to [3] nearby urban areas. Airplanes create noise,
especially on departure and landings [4]. Emitted
radiation created from both airport station and
devices. These two factors are quite harmful for
human health and ecological balance. Noise affects
people's hearing health and perception in the
negative direction, disrupting the physiological and
psychological balance [5][6]. Radiation, on the other
hand, affects the human body and cell genetics [7].

90% of aviation activities are done in ground
place, and the remaining 10% are done in the air. The
people living in the near-urban sides are being
influenced from airports. Accordingly, social and
environmental responsibility is important for
airports. Many airports have begun to develop a
sustainable environmental design for future [8].

Sustainability policies for airports affect the
quality of life of future generations. Airports should
also be a model and leader for the environmental
transformation of the zone in which they are
involved. The environmental impacts resulting from
the construction and operation of airports can be
solved by the planned international "biopolitics" to
be developed in the context of "environmental
bioethics" [9].

Urban settlements should not be allowed by
governments, especially near airports [10]. The
structure of settlements that will evolve over time
should be considered. Noise barrier zone areas could
be established according to the intensity of the noise
in the residential areas near the airport [11] [12] [13].

When sound barrier walls are provided by
artificial materials [14], the cost of these materials is
high. In addition, because of their psychological and
aesthetic effects, plant materials are preferred on
noise barriers [15][16]. The General Directorate of
Forestry of Turkey uses plants to prevent the noise
and exhaust gases on highways. Trees are selected
according to their height. For example, the bush type
plants are grown in the first line and then long trees
are planted for noise barrier walls [17].

The noise barrier should be planted from the
noise side, beginning with the bush type trees and
short trees, and at the inside with the trees with thick
leaves and conifer trees. The dense plant cover is
very important in reducing noise [18]. Planted areas
and walls reduce also radiation, balance heat and
cold and reduce the noise level [19][20]. For airport
design; the barrier walls should be considered.

1.1. Problem Statements

Factors affecting the life quality of people
living in the surrounding urban areas of airports need

to be reduced. These negative factors are
electromagnetic radiation emission and noise
problem.

1.2. Proposed Approaches

In this study, it is aimed to produce a solution
that will prevent the noise problem and radiation
around the airports and protect the urban areas from
harmful effects. In this work, an optimization study
of barrier zone consist of plants is done between
urban area and airports.

Copyright © 2018 by Technical University of Sofia, Plovdiv branch, Bulgaria
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1.3. Contributions

The airports have become indispensable
parts of our lives. For this reason, airports might be
designed more environmentally. As an answer to this
question; the airports should be located far away
from the urban areas. And a forestry area should be
planted between airport zone and urban areas. In Fig.
1 sketched forestry area nearby the airport is given.
Forestry area is designed as acoustic and radiation
barriers for urban areas.

Fig. 1: Forestry area between airport zone and
urban areas

The area between the airport and the urban
area should not be empty, a forestry area could be
grown between them. Green plants could be grown
in the airport. The livestock should not be done near
airports. The farm animals could be affected by
harmful emissions from airports like radiation and
noise. Trees absorb the negative factors that affect
the living organisms. Thus, biodiversity is ensured.
There may be greenery park zones for people in this
kind of barrier areas near airports. People can be
encouraged to voluntarily take care of the forest area.
Thus, peoples could spend time in nature. Lastly, an
estimate of cost must be made.

For instance, Fig. 2 shows a similar example
of Frankfurt Airport. There is a green area between
Frankfurt Airport and the nearest urban area.

Fig. 2: Satellite image of Frankfurt Airport

1.4. Outline (Layout)

In the second session, the system theory of
barrier zone design is given for selected airport. In
this part, the selected barrier plant cover properties
are discussed and sketched. In the subsections, the
installation and operation costs are estimated with
the developed equation.

2. System Theory (Preliminaries)

The ecological airport design needs system
diagram. In Fig 3. the generated system diagram in
this study is given.

Airport Selection

v

Plant Species Plant
Density

Geometry

Determination Determination

v

Noise and

Radiation
Impact

v

Operating and
Installation Cost

Fig. 3: System diagram

The barrier plant cover could be located
between airport and urban area zone. When
determining the plant variety, the following must be
considered in Table 1. After planting the proper
barrier plant cover, the different type trees could be
grown on the urban side of the forestry area.

Table 1: Selected barrier plant cover properties

Selected plants should be large and hard-leafed

Trees with a common leaf texture should be preferred
Trees that do not fall in the winter should be selected
The leaf texture should have lied to the ground

The trees should be arrayed densely

Bushes should be grown on the airport side
of the barrier plant cover. Trees such as cypress,
hornbeam, oak, beech, spruce, juniper can be planted
behind the bush line. On the system diagram of the
barrier plant cover, the trees could be shown as
symbols. In this study, the triangle symbol indicates
trees such as cypress, pine, poplar, beech, spruce.
The round symbol symbolizes trees such as
hornbeam, oak, plane, ash. Trees that are not planted
for barrier walls can be expressed as rectangles. Fig.
4 shows the plants that are schematized in this study.

In the design of the plant density, 10 plant
species were examined. The distance between the
plants must be minimum for the barrier wall. The
trees should be positioned closest to each other
considering the root structure of the trees. The
spacing between the leaves of both trees may be 60
cm. Thus, precautions against a possible forest fire
have been taken. The plants must be as deep and at
least 5 m high as possible in order to be effective in
noise suppression [13].
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cypress

pine
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spruce

hornbeam

oak

plane

Other plants

Fig. 4: The plants schematized in this study

Fig. 5 shows the schematic of the designed
barrier plant cover in this study for radiation and
acoustic barriers

Fig. 5: Schematic of the designed barrier
plant cover

According to the recent studies, the barrier
wall must be at least 16-20 m. The altitude should be
at least 14 m. The direction, place and severity of the
voice that the airport has emitted around should be

measured. Thus, it is determined in which area the
acoustic waves are concentrated. The barrier wall
should be designed thicker in these intense areas.

2.1. Installation and operation cost

The cost of installation of the designed forest
area can be calculated. The cost formula (X) can be
calculated as follows;

X =nLC + mPC + MC (1)

where LC indicates labor cost, n shows the number
of workman, PC defines plant cost, m shows the tree
number, MC remarks material cost.

3. Discussions

The calculated results about ecological
airport installation costs are given in Table 2.

Table 2: Total installation cost

46.000 Euro, Total Installation cost
n 100 workman
LC 400 euro
m 500 tree
PC 10 euro for each tree
MC 1000 euro total

The total installation cost X is calculated as;
X=40.000+5.000+1.000=46.000 Euro

The operation cost of designed forest area

per month can be calculated. For daily operations 10

workmen are needed. And artesian wells can be

installed for irrigation. In Table 3 total operation cost
is given.

Table 3:Total operation cost

Y 4500 Euro, Total operation cost per month
n 10 workman

LC 400 euro per month

MC for irrigation | 500 euro

The total operation cost per month Y could be
calculated as;
Y:10x400+500=4500 Euro

3.1. Change of barrier plant cover over time

After planting the barrier cover, the trees will
be change during time. The height and density will
be the key parameters in this variation period. In Fig.
6 the estimated plant cover change is given for each
century.

The trees in the forest can die after a certain
time and thus the density of plant cover can be
reduced. However, if the forest continues to be
maintained, new trees will be planted instead of dead
trees. Thus, continuity of plant cover is ensured.

Copyright © by Technical University - Sofia, Plovdiv branch, Bulgaria
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Fig. 6: Barrier plant cover changing depending on
time

4. Conclusions

In this study, noise and radiation problems
which may occur in residential areas around the
airport were sought. Between the urban area and the
airport, a barrier zone consisting of a forested area is
designed. In the study the trees that can be used in
the barrier zone are modeled. Installation and
operation costs are calculated in the forest area. The
plant cover changing during time is examined. This
study could help the governments and airport
designers for architecting greener ecological
transportation places. In the future works, the planted
barrier wall theory could be developed with the
estimations of radiation or light effects and new
generation material solutions.
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POSSIBILITIES FOR A COMPARATIVE STUDY
OF THE VIBRATIONS IN A COMPLEX
PENDULUM JAW CRUSHER

ZHIVKO ILIEV, GEORGI DINEV

Abstract: An algorithm is developed for the functional analysis of the movement of
complex pendulum jaw crushers. This makes it possible to gather comprehensive
information about the occurrence of defects in the course of the exploitation. The efficiency
of applying the FEMA method in improving the quality of constituent details with
pronounced defects is given solid grounds through this analysis. A particular case is
discussed: analysis of the state through monitoring and diagnostics of antifriction bearings.

Key words: complex pendulum jaw crusher, vibrations, bearings

1. Major considerations

To guarantee the quality of the products, the
Failure Mode and Effects Analysis (FEMA) method
is increasingly being applied as a means of reducing
errors during systems analysis that is aimed at
detecting the causes of these errors. The risk for
defects in the mechanisms to occur is assessed
through FEMA. The assessment is based on a
previously  performed Pareto-analysis for
establishing the factors that dominate the efficiency
of the constituent details [1, 4, 10].

2. Functional analysis of the mechanism

In order to carry out a functional analysis, a
structural classification is offered of the separate
details of a complex pendulum jaw crusher (see
Table 1). The object of this study is a crusher
operating within the “Balsha” Mining Plant. It is
given in figures 1, 2, and 3 [2].

2.1. Analysis of the defects with the bearings
through the FEMA method

The FEMA method can be employed in the
analysis of possible errors that may arise during
the production and exploitation of heavily loaded
details of the crusher head. For this purpose, the
state of the mechanism needs to be known through
the Pareto method with the dominating factors that
best reflect the occasional failures in the course of

its exploitation [9, 11, 12]. Also, to diagnose
bearing units and other elements in terms of
vibrations, a software package can be used for the
processing of experimental data related to their
normal state of efficiency. These methods can be
employed in decision making when it comes to
replacing machine elements. The conclusions are
drawn by experts. The applicability of this approach
is 1illustrated by the following example of the
replacement of an antifriction bearing.

26 | i .,\
: § $—¢ I
[
) : -
R )

Fig.1 Complex pendulum jaw crusher
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Fig.2 Cross section of a complex pendulum
jaw crusher

Table 1. Structural classification of the

details

Details

Major functions

Eccentric shaft

1.1. Transmission of
motion to the jaw

1.2. Transmission of
axial and radial forces
to the bearings

Pendulum jaw
eccentric shaft

2. Transmission of
radial and axial forces
to the jaw

Pendulum jaw

3. Regulation of the
fraction size

Hull

4.1. Supporting the
pendulum jaw shaft
4.2. Shaft bearing in
the body

Bearing joints

5.1. Shaft bearing with
the jaw

5.2. Transmission of
forces to the body

Bearing caps

6.1. Maintaining the
bearing in an axial
direction

6.2. Protection against
dirt

7.1 Transmission of
7 axial forces to the

Cap bolts body

8.1. Holds the
constituent details of
the crusher.

8.2. Takes the load

8 from the shaft and the
Crusher case pendulum jaw.

8.3. Protects against
external influences in
the course of the
operation of the
crusher.

2.2. Means of measurement.

The hardware part comprises the Arduino
Mega development part and MMA7361sensors for
the measurement of acceleration along three
directions. The parameters of the development
system that are relevant to the device developed are:

- an ATmega 2560 microcontroller with a
clock frequency of 16 MHz;

- a 10-bit analog-to-digital converter;

- 16 analog inputs and 54 input/output
digital pins;

- the maximum data exchange rate is
115200 bps;

- SRAM - 8kB.

The MMA7361sensor for measuring
acceleration offers the following opportunities:

- Selectable range (+/- 1.5 or 6g);

- Maximum sensitivity 800mV/g;

- Analog output signal;

Power supply for Arduino Mega is provided
via the USB port of the portable computer and the
voltage to the MMA7361 sensors is provided by the
development system itself.
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Fig. 3 General view of the crusher
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Fig. 4 Diagram of the sensor location on
the crusher

The software allows unlimited recording of
each of the 12 directions. The minimum sampling
interval is 4.1615 milliseconds, the limiting
condition being the number of measuring directions
and the interface abilities to connect to the portable
computer (HP 6730 s). The interval can be
programmed to extend or be shortened by reducing
the measuring directions. Numeric integration of the
records has been made to obtain the dominant
spectral density frequencies.

.—,—!
— B

Fig. 5 Diagram of the measuring hardware

Figure 4 shows a diagram of the location of
the measuring sensors, in positions 1 and 2
respectively. The microprocessor system (MPS)
connects to a portable computer (PC) via a USB
cable. Each sensor has its own measurement
coordinate system. Thus, sensor 1 has the frame of
axes Xj, Yy, and Z;. Respectively, sensor 2 has the
frame of axes X,, Y, and Z,. The principle of the
electrical circuit for the measuring hardware is
given in figure 5.

3. Result analysis

The dominant frequencies obtained are part
of the function of the spectral density of the
vibrations during the operation of the crusher [12].

Shock Frequency for Direction 1
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Fig. 6 Dominant frequencies for sensor 1
and axis X;
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Fig. 7 Dominant frequencies for sensor 1
and axis Y;
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Fig. 8 Dominant frequencies for sensor 1
and axis Z;
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Fig. 9 Dominant frequencies for sensor 2
and axis X,
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Fig. 10 Dominant frequencies for sensor 2
and axis Y,
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Fig. 11 Dominant frequencies for sensor 2
and axis Z,

If a particular element, like a bearing, a
shaft, or an axle, is damaged, shock loads occur in
the course of their operation. These loads depend on
the state of the elements, as well as on the way they
are transmitted through the other parts of the
crusher. For this reason, the frequency
characteristics are examined [6]. The frequencies
generated by various defects are clearly
distinguished and provide information during
machine vibro-diagnostics.

Figure 6 gives the dominant frequencies for
sensor 1 and axis X;. Peaks can be seen at three
characteristic points on the graph, namely 0.15m/s>
at point 1; 0.1 m/s” at point 2; and 0.07 m/s” at point
3.

The dominant frequencies for sensor 2 and
axis X, are given in figure 9. Particular points are
marked that correspond to the frequency peaks.
They are point 1 and point 2 with the respective

14(
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values of 0.4 m/s* and 0.25 m/s’. With the two
sensors and the respective axes of X; and X, the
maximum values are within the frequency range of
up to 20Hz, whereby their common origin is
indicated. As for the second sensor, the peak of 0.4
m/s” is registered around 80Hz but is missing with
the first sensor and obviously differs in nature.

Figure 7 shows the dominant frequencies
for sensor 1 and axis Y;. Three peaks are clearly
seen and are marked with three points: 0.24 m/s” at
point 1; 0.17 m/s* at point 2; and 0.1 m/s” at point 3.

For axis Y, and sensor 2, the peaks are also
within the frequency range of up to 20Hz. As can be
seen from the graph in figure 10, the values for the
three specific points are: 0.2 m/s* at point 3; 0.3
m/s” at point 2; and 0.35 m/s’at point 1.

The oscillographs for axes Z; and Z, from
sensors 1 and 2 are given in figures 8§ and [/
respectively. Two peaks are found in the first graph
(fig. 8): 0.05 m/s” at point 1 and slightly over 0.045
m/s” at point 2.

Figure 11, too, shows peaks at two
characteristic points: 0.078 m/s”at point 1 and 0.068
m/s” at point 2. Point 2 is within the range of up to
20Hz which coincides with the peaks in figures 3, 6,
and 9. Point 1, however, coincides with the peak at
point 1 in figure 8. These values are indicative of
the common origin of the former (those of up to
20Hz) but also indicate as to another cause of the
origin of the peaks at frequencies around 80Hz.

3.1. Study of the frequencies due to
bearing defects [2, 5].

Input parameters:

n =250 min” - revolutions per minute of the
eccentric shaft;

d — diameter of the rolling balls, mm

For bearing SKF 23 244 (o 220 x o 400 x
144) as shown in fig. 1 at position 26:

D external=400 mm; D internal=220 mm

For bearing 23 152 (9 260 x ¢ 440 x 144) as
shown in fig. ] at position 25;

[ = 157 — contact angle (SKF 23 244, SKF
23 152);

E= 2.10", N/m’ - module of elasticity of
steel (SKF 23 244, SKF 23 152);

p = 7300, kg/dm? - specific weight of the
rolling balls; D external=440 mm,;

D internal=260 mm

Dintema1:260 mm

D= externalt Dinternal

- ymm (1
d = 0,25. (Dexternal - Dlnternﬂ.l}i mm (2)
e Rotational frequency of the eccentric shaft
51
fshaﬁ::aJHz 3)

e Rotational frequency of the separator [5]:
f, d
fse[:laratnr = SZB& (1 - EC':'SE')J Hz “4)
e Rotational frequency of the rolling balls:
frnLllngbaLls =

_fmere D[, Dy
== .d[i (d:] .COS E]JHZ ®)]
e Vibration due to a defect in the form of the
rolling balls:
D+dy /D-dy n
f=(5)-(55) 5oHe )

e Vibration due to a defect in the form of the
inside track:
O+d :
f2=(—). % Hz (7)
D 4 170
Z - number of rolling balls in a row
Dexternelt Dinternal
" Dexternal —Dintsrnal

z=25

®)

e Vibration due to a defect in the form of the
outside track:

D—dY n=

fa = (T) 120 ©)

e Resonance frequency of the rolling balls:
0848 E

frasonance = d E (10)

e Vibration due to a separator clearance:
1 dy m
f=2(1-5) & an

e Optimum pendulum frequency of the jaw
a = 30° - angle of seizure of the material;
K = 0.8 — factor taking into account the friction
force during unloading of the material
S=26, mm - Jaw run
e Jaw vibration:
z= EIJS.K.*JII%J Hz (12)

-
=

4. Conclusion

The results obtained from the analytical
study of the frequencies resulting from bearing
defects are given in Table 2. The peaks of the
dominant frequencies that appear around 80Hz
(figures 8 and 11) may be attributed to defects in the
outside form of the bearings. The frequencies for
these defects have been analytically obtained and
are within the range of 85.8-98.8 Hz.

In terms of frequency, the first harmonics
that have their peaks around and up to 20 Hz
(figures 6, 7, 8, and 10) coincide or are very close
to those resulting from the separator rotation:
17.88-18.21 Hz (Tabauya 2). Therefore,
coincidences due to defects in the bearing bodies
are out of the question.

The remaining frequencies in the analytical
study are much greater than those measured in the
study which is indicative to the lack of damaged
parts and elements.

Copyright © by Technical University - Sofia, Plovdiv branch, Bulgaria
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Table 2. Results of frequencies due to

defects
VI SKF 23 152
D,mm 310 350
d,mm 45 45
f shaft 416 Hz 41.6 Hz
f separ. 17.88Hz 18.21 Hz
f rolling 138Hz 157Hz
f1 387Hz 495Hz
f2 115Hz 128Hz
z 7 7
f3 85.8Hz 98.8Hz
freson. 258MHz 258MHz
f 1.78Hz 1.8Hz
z 4.17Hz 4.17Hz

4.1. Conclusions.

An algorithm is developed for the
functional analysis of the movement of complex
pendulum jaw crushers. This makes it possible to
gather comprehensive information about the
occurrence of defects in the course of the
exploitation. The efficiency of applying the FEMA
method in improving the quality of constituent
details with pronounced defects is given solid
grounds through this analysis. In the case of
machine element replacement, methods are offered
for decision taking and for drawing conclusions
based on frequency amplitudes [5, 7, 8, 12].
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N3CJIEABAHE PASMEPA HA IUAMETDBHPA HA
BTOKA IIPHU HITTPULIBAHE HA YPE3
MN3IIOJI3BAHE HA TOILJIA JII03A

EMUJI BEJIEB

Pesrwome: [Ipu npoexmupanemo Ha UHCMPYMEHMAIHA eKURUPOBKA UBNONIZ36AWA MemMOOd HA
JleeHe ¢ monaa 0i03a e BAadNCHO 0a ce U3Cned8a ouamemvpa HA 6MOKA Npe3 KOUmo e
npemunasa mamepuana. Toea e 6b3MONCHO upe3 U3NON36AHE HA CbEPEMEHU COpmMyepHU
peuwieHus, KOUumo HAMAA6am epeMemo 3ad Npoekmupane u  u3pabomka  Ha
UHCIPYMEHMATIHAMA eKUNUPOBKd.

KarouoBu nymu: neere ¢ monna 0w3a, cumyrayus, ouamemvp Ha 6MoKa

STUDIES THE SIZE OF THE GATE DIAMETER
USING HOT RUNNER MOLDING SYSTEM

EMIL VELEV

Abstract: In designing tooling using the hot runner molding method, it is important to
investigate the diameter of the gate through which the material will pass. This is possible
through the use of modern software solutions, which reduce the designing and

manufacturing time of molding equipment.

Key words: molding with hot nozzle, simulation, gate diameter

1. BnBenenme

N3paboTBaHEeTO HA IMJIACTMACOBH JETAWIIH,
C pa3nmuyHa ToNeMUHa, GopMa W UBAT C
H3IT0I3BAHETO Ha IIIPUIIABTOMATH u
IIMPHUIIMAIIAHHE Ca TEXHOJIIOTHH HABJIE3HU IIHPOKO B
nmoJIMMepHata WHaycTpus. [lpu mmpuiBaHeTo Ha
IUTACTMACH C€ TIOyYyaBa MHUHHMAIHO KOJHYECTBO
OTIMAabuUCH MPOAYKT, KOUTO MOXe 1a Obje chOpaH
U PEIUKJINPAH B TEXHOJOTHMYHHS TPOIIEC.
B mocnegHuTe roAMHU IIMPOKO HABIIM3AT
mmpuIOpMHUTE U3MOI3BAIIN TOIIH 03U, ToBa ce
JBJDKU Ha TIPEIMMCTBATa, KOUTO MPUTEKABAT:
- HaMaJsBaHE BPEMETO 32 MPOM3BOJICTBO
Ha JieTala;

- BB3MOXKHOCTTA Ja C€ JI03Mpa MaTepraa
MHOT'O TOYHO;

- JIMIcaTa Ha JIEAKOBA CHUCTEMa, KOETO
HaMaJIsiBa IMPOU3BOJACTBCHUTC pa3Xoau,

- momoOpsiBaHe Ka4eCTBOTO Ha
U3JICTTHETO.

Que. 1 Eonoxananna ow3a

Tommmre nro3d OUBAT €IHOKAHAJIHHU WIIH
MHOTOKaHaJdHH. EpHokaHamHHWTE, IIOKa3aHa Ha
¢ur.1, ce U3NMoON3BaT KAaKTO 3a MINPUIBAHE HA €IUH
JIeTailJl, Taka ¥ 3a LUNPULBAHE HA MHOrO JETaWiu,
KOTaTo ca ¢ MalIbK 00eM.

Ha ¢wur.2 e nokazana MHOTOKaHaITHA TOTLIA
mo3a. Te ce W3MoN3BaT 3a IIMPHUIBAHE HA MHOTO
JETAlIN WIK 3a €IWH KOraTo € HEOOXOIMMO 1a Ce
3aXpaHd OT MHOro Mecra. ToBa ce Hajara jga ce
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HaIlpaBM KOraTo JeTaijia € e1H, HO C MHOTO TOJISIM
o0eM M IMOJAaBaHETO HAa MaTepuala caMoO OT CIHO
MSCTO € HEIOCTAaThYHO 3a ITBJIHOTO 3aIllbIBaHE Ha
JeTaiiyia, 3aloTo TOM IIe H3THHE Npeau Ja ¢
3aITBJIHUI 1IEIHsI 00eM.

Due. 2 Muozokananna 01w3a

N36opa Ha TomuiaTa Ar03a ce M3BBPIIBA Ha
0a3ara Ha CIICIHUTE TapaMeTpH:

- TErJIOo Ha JcTaiina;

- CKOpOCT Ha IIIPHIIBAHE;

- BUCKO3UTET Ha MaTepuaa.

3HaYNTENHN TIOIOOPEHNS Ha TEXHOJIOTHATA
Mmorar aa 6’bILaT IIOCTUTI'HATHU HOCpeI[CTBOM
mmomseade  Ha  CAD/CAM  cucremn  3a
MPOCKTHPAHE W TPOU3BOJICTBO Ha MITPUIIDOPMHUTE,
KaKTO ¥ BUPTYAJIHH WHCTPYMEHTH 32 KOMIIOTHPHO
CUMYJIMpaHe Ha JICCHETO II0J HajsIraHe upes
CIIO)KHU QITOPUTMH, 32 Ja C€ CIUMUHHpAT
MOTEHIIMATHATE TPENIKH, 3ary0r Ha MaTepuai Mpu
peayiHaTa omepais 4 Jia ce ONTUMHU3Upa Ju3aiiHa
Ha MWHpUIPOpPMHUTE.

Bcruuky Te3d TEXHOJIOIMYHH ITOJA00pEHHUS
Ha IMpoIieca Ha IIIPHUIIBAHE TO3BOJISIBAT ONTUMAJICH
KOHTPOJI Ha Ka4eCTBOTO, KOWTO € OCHOBEH
MIPHOPHUTET MPHU HW3paboTKaTa Ha M3AENHUs 3a OuTa,
MPOMHUIIUICHOCTTa, MEIUIIMHCKO O0OpyIBaHE WU
CJICKTPOHMKA HANPUMEDP, HaMaJIIBaHE HA Pa3XOJHUTE
U BPEMETO 3a TNPOU3BOJICTBO HA IIACTMACOBH
M3dennus WM 3HAUWTEIHO  IIOBHINABaHE  Ha
CKOJIOTUYHUTE WM  XapaKTePUCTUKH  TOpaau
HaMaJICHaTa KOHCyMallusl Ha CHeprusl.

2. Pa3zpaboTBaHe Ha KOMIIIOTHPEH MoOAe]

3a 1a MOXe J1a ce U3BBPIIM KOMITIOTHPHO
CHMYJIMPaHE Ha MPOLIECUTE Ha JIECHE € HE0OXOAUMO
na ce n3paboTu repBo ToueH 3D Mozen Ha feTaiina,
a cjell TOBa U HHCTPYMEHTAIHATa eKUIIHPOBKA.

Ha ¢ur. 3 e moka3ana mpuHLIMIIHATA CXeMa
Ha €IUH TaKbB HHCTPYMEHT.

dEECEpan pREAT
mo3a

dopema (A)
ABJIABATITH
EONOHEE
HAOpABJIABATI[H
BTYIHH
popmema (B)

IOJMIOEHA
HIZBEPTaTH

EBPBIIaTH
| +— H3EBLPTaTHH
ILI0TH

~—bydepn

{-xpaﬁ:aa

Due. 3 [Ipunyunna cxena Ha wnpuygopma

Bcenukn JIeTanIm,
¢dbopmMooOpaszyBamure  IUIOYH,  HU3XBBpravmre,
KOJIOHKUTE W BTYJKUTE ce wu3paboTBar oOT
KOHCTPYKIIMOHHA ~ CTOMaHa  3a  HaMaJsBaHe
cebecToifHOCTTa Ha UHCTPYMCHTA.
dopmoopasyBamre IIOYH Cce€ U3padoTBaT OT
BHCOKOKa4eCTBEHa CTOMAaHTa, KOSTO ce Mojjiara Ha
TepMuYHa 00paboOTKa 3a Ja Cce  IOBHUIIH
W3HOCOYCTOMUMBOCTTa MM. Ta3u oOpaboTBa MoxKe
na ObJe 3aKaysiBaHe BHB BAKyyMHH IEIIH 32 Ja ce
NpEeIOTBPaTH  OKHUCIISIBaHE Ha  paboTHUTE
MOBBPXHOCTTH TEIIY WIA KapOOHUTPUPAHE.

Ha ¢wur. 4 e nokaszan neraiina, 3a KOHTO €
HeoOXOaMMO Jna ce u3padoTH WHCTPYMEHT 3a
HErOBOTO  MPOM3BOJACTBO KAaTo C€  M3BBPIUIM
npe/iBapuTeiHa  KOMITIOTbPHA — CHUMHJIAIUS 32
olpezieIsIHe Ha JAWaMeThbpa Ha OTBOpa Mpe3 KOWTO
IIe IPEeMUHaBa MaTepraa.

OCBCH

Due. 4 Jlemaiin

XapakTepHOTO 3a pasIVIeKIaHus JeTain e,
4ye e m3padoreH ot nmonunponmieH (PP) ¢ pazmepn
0.4 mm gebGenuHa Ha cTeHaTa, BucounHa 58.15 mm
n MakcuManeH auamersp 105 mm. I'pamaxka Ha
neraina e 8.5 rp.

HMmenno TBbHKaTa CTCHaA, rojisamara
MMpOU3BOJCTBEHA TIIporpamMa MW CpEMEXKa Oa Ce
HaMaJIAT TIPOM3BOJACTBEHUTC PpasxoAud  HAJIOXHU

H3II0JI3BAHC Ha TOIlJIa Ar03a.
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2Gate diameter

15 10 20 40 & 80 100 200 300 400 500 800 1200 1600
Shot weight (g)

NOTE: 1LV Low viscasity materials PS, PE, PP
1. For TP" type reduce gate @-30% 2V Medium viscosity materials ABS, SAN, PA, POM
2. For filled materials increase gate @ +20% 3, High viscosity materials PC, PMMA, PUABS, PUR

Due. 5 [{uaecpama oasawa 3asucumocma

MedHcoy ouamemvpa, 2pamadica U euoama Ha

Mmamepuaia

Ha ¢wur. 5 ¢ nokazana rpaduynara
3aBUCHUMOCT, MpeocTaBeHa oT
MPOU3BOAMTEAS  HAa  TOoIUlata  Jr03a,
Heatlock, xoato € egHa OT BOMAEIIUTE
¢bupmu 3a obopynBaHe Ha
WHCTPYMEHTAITHOTO MPOU3BOJICTBO c
€JICMEHTH W BB3JIH 32 JICCHE C U3II03BaHe Ha
TOILIH JIFO3U, MEXY JHaMEThpa Ha OTBOpPA
npe3 KOWTO MHHA MaTepuaia, BUAAa Ha
Marepuana U rpamaxa, KOHTO MOXe Ja
Ople WNpUIBaH HAa C€OUH yAap OT
MallHara.

KakTo Moke na ce BUau MaTepuania
MOJIMTIPOITMIICH CE XapaKTepu3upa ¢ HUCKa
IDTBTHOCT (Ha rpadukara e MoKa3aH ChC CHH
IBSIT).

Due. 6 [Juamemvp Ha U3CI€08AHUSL OMBOP

3a Tpamaxka Ha JeTalna OT
rpadukara MOXe Ja ce Tpearnoiara, 4e
JUaMeTbpa Ha OTBOpa Npe3 KOWTO e
NpeMUHaBa MaTepuaia, Iie OBbIe OKOJIO
Imm (o3naueH ¢ @D Ha ¢wur. 6).

Due.7 Cumyrayus npu ouamemsp Ha
omeopa B0.7 mm

Ha ¢ur. 7 e  moka3zaHa
KOMITIOThbpHATa CUMWJIALUS Ha 3aJIUBaHE C
u3noisBaHe Ha mnporpamara SolidWorks
Plastics, xosiTo € Momynm OT mporpamara
SolidWorks. W30pana e Tasu mnporpama
3aI10TO MMO3BoJIsiBa Aa Obae mipaboreH 3D
MOZENT Ha JeTaiila, IBIHA TEXHUYECKa
JOKYMEHTAallMsl MHCTPYMEHTa 3a HEroBaTa
n3paboTKa.

CumynanusitTa € HampaBeHa IIpH
quameTsp Ha otBopa ©0.7 mm. Or
(urypata ce BUXKIa, Ue Marepuaja 3acTUBa
npenyd Ja W3IObJIHA HambiHO (opmara.
Heobxomumo e ma Obae  yBenmwdeH
JAaMEeThbpa Ha OTBOpa IIpe3  KOWTO
NpEeMUHaBa MaTapuana.

Duz. 8 Cumynayus npu ouamemsp Ha
omeopa 30.8 mm
Ha ¢ur. 8 e  mokaszana
KOMITIOThpHATa CUMWJIAIIUS Ha 3aJIUBaHE C
MIpH TUaMeThp Ha oTBopa ¥0.8 mm. BumgHo
€ ,ue Marepuayia BCE OIIe He 3aIbliBa
HaAIBJIHO (popmara.

Copyright © by Technical University - Sofia, Plovdiv branch, Bulgaria



[1-226

@Duz.9 Cumynayus npu ouamemsp Ha
omeopa ¥0.9 mm

@uez. 10 Cumynayus npu ouamemsp Ha
omeopa 30.95 mm

Ha ¢wur. 9, 10 ca mokazaHu cUMynanuuTe
CBHOTBETHO NpH IuaMeTbp Ha oTBopa 0.9 mm u
?0.95 mm. Kakro Moxe na ce BUAM U MpH JABaTa
Cilydasi MaTepuasa HalbJIHO € 3aIbJIHWI JeTaia.
BvB BTOpHS cny4yaii uMamMe IO PaBHOMEPHO
TeMIIepaTypHO paslpeesicHHe B 00eMa Ha JeTaiia

Ha ¢ur. 11 moka3an pa3spe3 Ha
MHCTPYMEHTa 3a TMPOM3BOJICTBOTO Ha JeTaia.
OnTumu3anys Ha mpolieca JeeHe Ha IIacTMacH Moj
HaJsiraHe MoKe Aa ObJe MOCTHTHATa MOCPEACTBOM
HMHTErpUpaHe B MIPOM3BOJCTBOTO Ha
BUCOKOTEXHOJIOTUYHM  JIEIKOBH  CHCTEMH B

@Due. 11 Paspes na oeticmeumentus

WHCTPYMEHTAIHATa  EKHUIMPOBKa,
3HAYUTENHO  paslupsBaHe Ha
BB3MOKHOCTUTE Ha TEXHOJOTHUSATA.

I103BOJISIBAIIT
oOxBara Ha

3. 3axkiarouyenue

Uznon3Baiiku  cbBpeMEHHH  cO(TyepHHU
peleHust € Bb3MOXKHO Jia C€ M3CJe/IBa BIUSHHETO
Ha IMamMeThpa Ha BTOKA Ipe3, KOMTO Ie MpeMHHaBa
LIMPHULIBAHUSI MaTepuan Karo MO TO3W HauuH ce
HamalsBa BPEMETO 3a MPOEKTUPAHE M TOA00psBa

Ka4CCTBOTO HaA IMOJTYyaBaHOTO U3ACIIUC.

Acknowledgement

The author would like to acknowledge the support
of the "Research & Development" division of

UNIVERSITY OF PLOVDIV PAISII
HILENDARSKI in the project: ®I117-TK-006/
25.04.2017.

JIMTEPATYPA

1.  SolidWorks.
2. Heatlock, Hot-runner solution catalogues.
3. Hmxenepunr pesro, op. 3 2015.

KonrakTtu:

Emun Benes

[InoBauBcku yHUBEpCUTET ,,[lancuii
Xunengapcku

yi. Lap Acen 24, 4000 Lieatsp, [lnonus
0878/805438

E-mail: emil velev@yahoo.com



1N U/\//

© International Scientific Conference on Engineering, Technologies and Systems

C ¢
S %
é (3 z TECHSYS 2018, Technical University - Sofia, Plovdiv branch
TN T 17 - 19 May 2018, Plovdiv, Bulgaria
OF\

OITPEJAEJIAHE HA TOYHOCTTA IIPU CTPYI'OBAHE

DETERMINATION OF INACCURACIES IN THE REPORTING

C OTYUTAHE HA ABJIEHUETO
TEXHOJOI'MYHA HACJIEACTBEHOCT

XPUCTO METEB', KAJIUH KPYMOB', AHT'EJI JIEHT EPOB?

Pe3ome: 3a onpedensne na cymapuama HemouHOCm HpU CMpYye08aHe NO AHATUMUKO-
USYUCTUMETHUS MemOoO C Omuumane HA AGJIEHUEMO MEXHONOSUUHA HACIe0CMEEHOCH Ce
NOAYHABA 306UCUMOCTN 34 (QUKCUpanume (OemepMuHupau) CbCmaeHu U CbCmagHume,
omuumawu 63auUMHOMO GMUAHUE HA pA3TUYHUME HEeMOYHOCMU 8 3d8UCUMOCT Om
mexHonocuueckume ycaosus. Ilonyuenume 3asucumocmu  0asam 6b3IMONCHOCH 3d
nosuwasane epexmusHOCmma Ha AHATUMUKO-UZYUCTUMETHUS Memo0 3a onpedensHe HA
cymapHama HemouyHocm npu cmpyeosane. Hanpasen e cpasnHumenen awnanuz Ha
MOYHOCMMA ¢ U be3 OMYUmane Ha A6JIeHUemo MEXHOI0SUYHA HACIe0CBEHOCT.

KiaouoBu AYMM: MEexXHONI0cUYHA HaCﬂedcmeeﬂacm, cmpyeoedne, ceomempust, modHocm,
eleMenmapru Hemo4Hocmu.

BY TURNING THE PHENOMENON OF
HEREDITY TECHNOLOGY

HRISTO METEV', KALIN KRUMOV', ANGEL LENGEROV?

Abstract: For the determination of the total inaccuracy in machining in analytical and
calculation method taking into account the phenomenon of technological heredity in
development are obtained for fixed (deterministic) component and composite, taking into
account the mutual influence of various inaccuracies depending on technological
conditions for machining. It was created based on the level dependencies, allowing
increased efficiency of the method for determining the total inaccuracy in processing
lathes. A comparative analysis of the accuracy with and without taking into account the
phenomenon of technological heredity.

Key words: technological heredity, turning, geometry, accuracy, elemental inaccuracies

1. BbBenenue 3a YCTaHOBSIBaHE Ha
OcHOBHa 337jaua Ha MaIIMHOCTPOUTETHOTO 3aKOHOMEPHOCTH €  HE0OXOIMMO
MPOM3BOJCTBO €  MOBWIIABAHE  KAYECTBOTO, Hh3ydaBaHC Ha TIOJy4daBaHara
HAJEXKIHOCTTA u JBJITOTPAHHOCTTA Ha OTYUTAHC Ha ABJICHUCTO
o ”
MPOM3BEKJaHATA  TMPOMYKIMs, T.e.  HEHHUTE nacnedcmeenocm”,  Kakto B

00EKTUBHU
BCECTPAHHO
TOYHOCT,
"mexnonocuuna
pamKuTe

MOTPEOUTEIICKH CBOWCTBA. PemaBaHeTo Ha Tasm
3ajaua ce W3BBLPIIBA Ype3 paluoHaneH u300p Ha
MOJIXO/IAIIA TTOCIIEIOBATEIHOCT OT TEXHOJIOTUIECKU
omepar 32 u3paboTBaHE Ha  JCTaljInTe
(m3menmsaTa), KaTo 0COOCHO BHUMAHKE TPsIOBa 11a ce
OTJeNsl HAa OCHTYPSBAHETO HA TEeOMETpUYHATA
TOYHOCT ¥ (U3UKO-MEXaHWYHUTE CBOWCTBA Ha
MTOBBPXHOCTHHSI CJIOW Ha JICTAUITUTE.

KOHKPETHHUTE TEXHOJIOTMYECKH OIEepalliy, Taka 1 3a
LIEJHSI TEXHOJIOTMYECKH TPOIIEC.

3a ompenensHe Ha OYaKBaHATa HETOYHOCT
IpH CTPYyroBaHe C OTYMTAaHE HA SBICHHUETO
TEXHOJIOTMYHA HACJCICTBEHOCT Ha HUBO IPEXOJ €
MPEeNIONKEH METOJ C MpUiIaraHe Ha MaTPUYHHS
MOAXOJ, JIaBall BB3MOXXHOCT 32 HaW-ITBIHO
ONMCaHWEe Ha MexaHW3Ma Ha QopmupaHe Ha
ChCTaBHUTE HETOYHOCTH U B3aMMHOTO UM BIIMSHUE
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[1,2], pa3paboTeHa e METOAMKA 3a ONpEACIsIHE Ha
KoeQUIUMEHTUTe  Ha  TpaHchopMauus  TpU
oOcThpreane [3], mMO3BOJIABAIA OMNpEICISHE Ha
OYaKBaHATa TOYHOCT MPH OTYUTAHE B3AHMMHOTO
BIIUSTHUE HA ChCTABHUTE HETOYHOCTH.

[Ipu ompenensHe Ha cymapHaTa HETOYHOCT
ca HEOOXOJ1MH, KaKTO ¢uKcupanure
(merepMuHUpaHN) CHCTaBHU, TakKa W CHCTABHUTE,
OTYHTAIIM B3aMMHOTO BIHMSHWE Ha pa3TUIHHUTE
HerouHocTH B omeparusata [1,2]. Toea wHamara
HEOOXOIUMOCTTA oT MOJTy4aBaHETO Ha
3aBHCHUMOCTH 3a ONpeAeisiHe Ha KOe(PUIUeHTUTE Ha
TpaHChOpPMAaIUsI W CHCTABHUTE HETOYHOCTH OT
TEXHOJIOTHYECKUTE YCIIOBHSA, KOETO € 1Iel Ha
HacTosmaTa paboTa.

2. NU3n0:xxenune

HenmoctaTbk  Ha  3aBHCUMOCTHTE  3a
OmpefieNiiHe Ha  CyMapHaTa  HETOYHOCT IO
AHAJIUTUKO-U3YHUCITIUTCIIHUAT METOA €, Y€ IMMOBCUYCTO
CJIEMEHTAPHU HETOYHOCTH C€ OMPEIENIAT TAOINIHO
WIM 4Ype3 CTaTHCTHYeCKo oOpaboTBaHe HA JTaHHU.
3a oTcTpaHsBaHE Ha TO3M HEJOCTATHK CHIICCTBYBA
MaTeMaTHUYECKH amapaT, MO3BOJIABAIl OMpEelaHe
Ha eJIEMEHTApHUTE HETOYHOCTH C W3IMONI3BAHETO Ha
TeopusTa Ha Momo0Me, OTYMUTAlKUW  (PUUKO-
MEXaHUYHHUTE XapaKTEPUCTHKH Ha 00pabOTBaHUS U
HHCTPYMCHTAIHUS MaTepHan, BUIA Ha
METaJOPSKEIUTe MAallMHW, TlapaMeTpuTe Ha
peXemusl MHCTPYMEHT, CTAaOMIIHOCTTA Ha JeTaiina u
np. B To3u ciyyaii, ob1iata HETOYHOCT, OJTy4eHA B
mpolieca Ha MEXaHWYHOTO 00paboTBaHe upe3
ps3aHe ce ompenens ot u3pasa (1) [1,2], xato ce
OTYHMTAT CaMO HETOYHOCTHTE, CBBP3aHH C Tpoleca
psi3aHe:

Ex =&, +E,) +E,, &, (1)

J B

KbIAETO & i € HCTOYHOCT OT HEAOCTAThb4YHa

CTAOWIIHOCT Ha TexHojormdHaTta cuctema MIINU/I,

£,, - HETOYHOCT OT TeMIepaTypHH Jedopmaruu

Ha PEXCIIUs WHCTPYMEHT, &,, - HETOYHOCT OT

TeMrieparypau nedopmanuun  Ha 00paOoTBaHHS
JeTaiir; &, - HETOYHOCT OT HM3HOCBAaHETO Ha
"

u

pexenust HHCTPYMEHT.

Wznom3Baiiku moaxona 3a OIpenensHe Ha
cyMapHaTa HETOYHOCT Tnpu oOpaboTBaHe, 3a
eleMeHTapHuTe HeToYHOocTH B (1) ca momydeHu
3aBucuMocTHuTe [1,2]

g‘/_= (gj)D - asmdu £ (‘9ma~ )D -
. (gmd() )D + aé‘“p“ ,6‘/ (gulm)Dl

Emoy €

gm()u == a.sl Emo, (gj)D + (‘E‘mo“ )D +

+ae Emoy (8,,1,3() )D - agup Emo, (g”,m )D;

mo 0 u

Epoy = Ueye, (60t Qe o (€, )0
(& I0— e, s, (€, )0,
wp ae/.a,,pu (¢ j)D - aé‘mu Fup ( €, )p—
~8y, e, (€0 )0 T (&, Jp, ()

KpleTo 4, . - KOCHUIMEHT Ha TpaHCpOpMaLus

Ha Tpexoma (Mpoxoma) Ha HETOYHOCTTA OT
TeMreparypHu  JgeopManue  Ha  PEXEIIus
UHCTPYMEHT &,, B CbCTaBflllaTa HETOYHOCT OT

HeloCcTaTbyHAa CTAaOMJIHOCT Ha TEXHOJOIMYHATa
cucrema MIIMJ] ¢, Ha cymapHata HETOYHOCT;

froy o) KOeQHUIMEHT Ha TpaHcopMaus Ha

mpexona  (mpoxoma) Ha  HETOYHOCTTa  OT
TeMmIepaTypHu Jepopmanmu Ha JAeraina g,, B

cbCTaBAIIaTa HCTOYHOCT & ; Ha CymMapHaTta

HETOYHOCT; 4, . - Koe(UUUEHT Ha TpaHchop-

pu’?i
Marusi Ha mpexoma (Mpoxoma) HAa HETOYHOCTTA
CBBp3aHa C U3HOCBAHETO HA PEXKEIINS MHCTPYMEHT
€, B CBCTaBjIIATA HETOYHOCT &, HA CymapHaTa

HETOYHOCT; ¢, , - KoepHUMEHT Ha TpaHchop-
£

moy,

Manus Ha npexoja (npoxoz[a) Ha HCTOYHOCTTA 6‘]. B

CbCTaBdAllaTa HCETOYHOCT &, , Ha CyMapHaTa

HETOYHOCT; a4 - Koe(hUIIMEeHT Ha TpaHChop-

Emo P) 'gm()l,

Manus Ha npexona (npoxoua) Ha HCTOYHOCTTA &, ,
0

B CbCTaBdllaTa HETOYHOCT &, , Ha CyMapHara

HETOYHOCT; 4, - KoepHUUMEHT Ha TpaHcop-

upy Emoy,
Manus Ha Ipexona (npoxo;la) Ha HETOYHOCTTa &,
pu

B CbCTaBdAllaTa HETOYHOCT &, , Ha CyMapHara

HeTouHOCT; A . = - KoeuIreHT Ha TpaHcdop-

moy

Maiust Ha rpexoja (poxojia) Ha HETOYHOCTTA &; B

CbCTaBdAllaTa HETOYHOCT &, , Ha CyMapHaTa
¢l

HETOYHOCT; & - koe(uMeHT Ha TpaHChOop-

Emo u "C“mdt)

Malys Ha rmpexoza (Ipoxoza) Ha HETOYHOCTTA &,

B CBCTaBslllaTa HETOYHOCT &, Ha CyMapHaTa

HETOYHOCT; @, - KoeuUUEeHT Ha TpaHchop-

w pu *Emoy
Malys Ha Ipexoja (IIpoxojia) Ha HETOYHOCTTA &,

B CBCTaBslllaTa HETOYHOCT &, Ha CyMapHaTa

HETOYHOCT; & . - KOCQUUHMEHT Ha TpaHchop-
JCupy
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Marys Ha pexoja (poxoJa) Ha HETOYHOCTTA &, B

CbCTaBiAlllaTa HETOYHOCT €&, Ha CyMapHaTa
pu

. - KoedummeHT Ha TpaHchop-

moy Eupy

HETOYHOCT; 4,

Malys Ha rmpexoja (IIpoxoja) Ha HETOYHOCTTA &, ,

B CbCTaBsillaTa HETOYHOCT &, Ha CyMapHaTta
pu

HeTo4HOcT; d, . - KoeduIHEeHT Ha TpaHcdop-

mdg *Eupy

Malus Ha rmpexoja (IIpoxoja) Ha HETOYHOCTTA &,

B CbCTaBsillaTa HETOYHOCT &, Ha CyMapHaTta
pu

HETOYHOCT.
CroitHocTTe Ha (Qukcupanure (nerep-
MUHHUDAHN) HETOUHOCTH (&, )p, (€,,y J0s (€, Jps  (

&, )p ca TBKNECTBEHU CBbC CTOHHOCTUTE Ha
”

BCIIMYNHUTEC Ha CBHOTBECTHUTEC HCTOYHOCTH,
MOJNYYeHW TMPH U3MOJ3BAaHE HA KIACHYCCKUSAT
AHAJIMTUKO-U3YUCIUTCIICH METOL 3a TAXHOTO
OIIpeICIIsIHE.

e 3asgucumocmu  3a  onpeoeisine  Hd
Koeguyuenmume Ha mparcgopmayust
C momorra Ha pa3paboTeHa MeTouka [3] e
ch3mazeHa 0a3a OT MaHHW 3a KOCHHUITUESHTHUTE Ha
TpaHcOpMaIusi Ha CHhCTaBHHTE Ha CyMapHaTa
HETOYHOCT IpH OOCTBPrBaHE HA 3aroTOBKH OT
cromada XH77THOP, moctpoerm ca rpaduyHu
3aBHCHUMOCTH Ha CBIUTE OT CKOPOCTTa Ha ps3aHe
V¢, TTIABHUA YCTAHOBBYEH BI'BJ Y, , CIOMAraTeIHus

YCTaHOBBYEH BIBI J,, paadyca NpU BbpXa Ha
WHCTpYMEHTA r [4] 1 ca IoTydeHH arpOKCUMHUPAIIH
3aBHICHMOCTH OT BHJa
— I R R T |

an,Ay - le vc Zr Zr re, (3)
KBJIETO duy, 4y € KOEDULUEHT HA TpaHcopManus Ha
HeTouHocTTa Ay B HetouHnoct Ax; Cj, a;, b; e; fi -
KOS(UIIMEHT W CTETIEHHHW IIOKa3aTeNnH, MOTyYeHH

mpu 00paboTBaHE Ha PE3YNTATUTE OT M3YMCICHHUS
[4] (Tabm.1)

Taonuua 1. Koeguyuenmu u cmeneHnu noxazamenu 8 3a6UCUMOCUmMe 3a KoeguyueHmume Ha
mpancgopmayusi Oom MexHOA0SULECKUme YCiosus Ha 00pabomeane npu CmMpy208ane Ha 3a20MO6KU OM
mamepuan XH77THOP u mamepuan nHa pesxcewama yacm na uncmpymenma K20

Entemet- pny =SV 2 20"
TapHH Enementapuu HeTouHOCTH Ay
HeToR & Emo.0 Emo,u Epu,u
HOCTH Ax C, a; b, C, a; b, C, a; b, C, a; b,
& - - - 19,60.10""0,6729 |-4,4209(2,76.10°| 2,1620 |-1,2756[4,29.107 | 1,9675 |-6,7447
Emoo  |2,78.10°]0,1990 | 4,1482 - - - |1,41.10"]-0,4587|0,0365 |3,33.10°| 1,7293 |-0,4673
Emow |2,19.107]0,4856 [3,1232| 1,01.10™ | 2,2206 |-1,9138| - - - 13,94.10°| 1,8479 | 1,6962
Epu 0,020 [0,5175|-4,0112] 434 |1,.8848(-0,0792| 0,301 [2,9977]0,4953| - - -
d € Ji d; € Ji d €r Ji d; €r Ji
& - - - 4,0424 | 1,6920 |-0,0569| 2,3320 |0,3282 [-0,4025| 1,0057 | 1,6468 |-0,7093
Emoo | -3,3139 [-0,7990] 0,3696 - - - |-4,8950 [-0,9221]0,4265 | -4,7813 | -0,887 | 0,5779
Emon | -2,8105 | 1,2991 |-3,9964| -3,5271 |2,0646 [-2,0663| - - - |-3,8541(1,2810]-3,6234
Eu | 0,6100 [-0,8339[-0,8481| 1,6289 [-2,0701[-0,6646| 1,4698 |-1,5775[-0,5520[ - - -
CmnaneHaTa Oaza oT CTCIICHHU HETOYHOCTU OT TEXHOJOIMYCCKUTE YCIOBHUA Ha

3aBUCHMOCTH 3a OIpeIe/IsiHe Ha Koe(UIIMEHTUTE Ha
TpaHcpopManuss TO3BOJsIBA Ja C€  IOBHUIIH
e(PeKTUBHOCTTA Ha  AHAIUTHUKO-U3YUCIIUTEITHUS
METO/I 3a OIpeieiTHe Ha CyMapHaTa HETOYHOCT MPH
CTPYTOBUTE 00pabOTKH.

e 3asucumocmu  3a  onpedeisiHe  Hd
e/leMeHmapHume — HeMOYHOCMU — Npu
cmpya06ane ¢ OMuuUmane Ha AGIeHUemo
MEeXHOI0SUYHA HACTEOCMBEHOCH

C momomra Ha pa3paboTeHaTa METOMHKA,

M3IIONI3BaHAa MPH TOJyYaBaHe HA 3aBHCUMOCTHTE 32
koebpuiMeHTuTe Ha TpaHchopmarmsa [2,3], ca
MONyYeHH  3aBUCHMOCTH 32  CJICMEHTapHHTE

o0OpaboTBaHe

_pa b od i f
(Ax)Ay - Cf vc Z Z r s (4)
KbAeTO KoepuuueHTsT C U CTEIIeHHUTE TI0Ka3aTeNn
a, b d e um f, momyuyeHH mnpH CTpyroBaHe Ha
3arotoBku oT Matepuan XH77TIOP u marepuan Ha
pexemara yact K30 ca nagenn B Tabmn.2.

C mnomomra Ha (4) ca ompemeiacHH
JETEPMUHUPAHUTE M CTOMHOCTUTE, OTYHTAIIH
B3aMMHOTO BIIMSHUE Ha €JIEMEHTapHUTE HETOY-
HOCTH TIPH OOCTHPrBaHEe Ha BHHIIHA IMINHAPUIHA
MOBbPXHWHA Ha JIETall OT Marephal CTOMaHa
XH77THOP nipu cnenHUTE U3XOIHU TaHHU:
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Tabnuya 2. Koepuyuenmu u cmenenuu noxazamenu 6 3a6UCUMOCTHUME 3d CbCTNAGHUME HEMOYHOCTY O
mexHoao2u1eckume yCiosusi Ha oopabomeane npu cmpyeosare na 3aeomosku om mamepuai XH77THOP u
Mamepuan Ha pedxcewiama yacm Ha uncmpymenma K30

EnemenTapHu (Ax), = Cf"vL_b;(d;('e r’
HETOHHOCTH EnemenTapHu HeTouHOCTH Ax
(Ax) 4 & Emo, Emo, Eu,
C a b C a b C a b C a b
(Ax) p 28,82 | 0,6497 | 0,0241 | 70,28 | 0,178 | 0,3066 | 67,44 | 0,7232 | 0,4716 | 50,52 | 0,6027 | 2,6286
(Ax) & - - - 14,66 | 0,0949 | 0,0816 | 632,80 | 0,5451 | 0,7682 | 16,56 | 0,5242 | 1,4892
(A%) Enoo 16,18 | 0,6874 | 0,499 - - - 138,38 | 0,1666 | 0,6977 | 3,71 0,1933 | 0,6878
(A%) Enou 2,51 1-0,0557 | 0,2969 | 17,42 | 0,1699 | 0,2778 - - - 1,41 | -0,0087] 0,0325
(Ax) & pu 11,36 | 0,4658 | 0,4976 | 37,98 | 0,4355 | 0,3522 | 123,83 | 0,002 | 0,8029 - - -
d e f d e f d e f d e f
(4Ax) p 0,4203 | 0,0394 | 0,089 | -0,081 |-0,1376 | 0,0033 | 0,2408 | 0,2062 | -0,0071 | 0,2433 | 0,227 | -0,1481
(Ax) & - - - 0,0928 | 0,0255 | -0,0735 | -0,1147(-0,2212 | -0,2406 | 0,4255 | 0,1172 | -0,2438
(Ax) Enoo 0,6009 | 0,1016 | 0,0816 - - - 0,0121 1-0,2299 | -0,2383 | 0,5139 | 0,1156 | -0,2196
(A%) Enou 0,6075 | 0,0785 | 0,0487 | 0,1154 | 0,0261 | -0,595 - - - 0,5372 | 0,1209 | -0,2018
(Ax) & pu 0,5427 | 0,114 | 0,0831 | 0,1006 | 0,0258 |-0,0669 | -0,0197| -0,24 | -0,2527 - - -

e MaTepual Ha pexellara 4YacT Ha - JIeTepPMUHHUPAHHUTE CTOMHOCTH  Ha
nHctpymenrta — K30; €JIEMEHTapHUTE HETOYHOCTH HAapacTBaT, B Pe3yJITaT
e reoMeTpHs HAa peXelara uyacT —  OT HapacTBaHE Ha CWIOBHTE U  TOILTMHHHTE
a=12°y=5° y=45° y =15,r=05mm, Aedopmanum;
p=50um . - HETOYHOCTUTE (&) Epou U (Eupu) Emo,u HAMA-
; JsIBaT, a OCTAHAINTE HETOYHOCTH HApacTBaT, KOETO
e reoMeTpusi Ha 0OOpabOTBaHWS [ETal: ce oO0sicHsIBa C TO-WHTCH3MBHOTO HapacTBaHE Ha
obpabotBan auameTsp d = 80mm, IBIDKAHA HA  TOIUIMHHUTE CHOPSAMO CHJIOBHTE aedopMaluu, B
obOpaboTBanarta moBbpXHUHA [ = 200mm; pesyiTaT Ha KOETO TOIUIMHHOTO YyABJDKaBaHE Ha
e JMana3oH Ha BapupaHe Ha TEXHO-  HOXa, BOJELIO 0 HamajsBaHE Ha JUaMeTbpa Ha
JIOTHUYECKUTE  yCJIOBHA HAa  00pabOTBaHETO: 00paboTBaHaTa MOBBPXHUHA (LPH OOCTBPrBaHE) B
f: 0} 06...0,30 mm/tr; V= 0,4...0,8 m/s; M3BECTHA CTCIICH KOMIICHCUpPA HCTOYHOCTHUTE 6) u
2, =45°..90% 3. =15°..60% r=10,5...1,0 mm. & pu-

4.C yBennuaBaHe Ha CKOPOCTTa Ha ps3aHE
V., CIIEMEHTapHUTE HETOYHOCTH HApPaCTBaT, KaTo
pe3ynTaT OT HapacTBaH€ Ha  TOIUIMHHUTE

N3BbpIIeHn ca U3UNCIIEHHS U Ca TIOCTPOECHU
rpadMuHN 3aBUCUMOCTH [5], aHAIU3BT Ha KOHUTO
MO3BOJISIBA Ja C€ HAIPABSAT U3800UMIE:

nehopMaIum.
1. Tomyuenute 3aBUCUMOCTH 3a
N 5.C yBenmnyaBaHe Ha TJIABHUA J, W
JETEPMUHUPAHUTE CTOMHOCTH Ha eJIeMEHTapHHUTE ,
CrioMaraTeJTHHs y 4 YCTaHOBBYHHU BIIIH

CbCTaBHM Ha  CyMmMapHara HETOYHOCT  IpH
CTpyroBaHe W CTOHHOCTHTE Ha HETOYHOCTHUTE C
OTYMTAaHE Ha B3aUMHOTO WM  BIHUSHHE OT
TEXHOJIOTHYECKUTE YCIOBH Ha oOpaboTBane (3) ca
C BUCOKa CTETEH Ha JIOCTOBEPHOCT, KaTO CpeIHaTa
HETOYHOCT TPY W3YHCISIBAHE C TSIX € OT MOpsIbKa
Ha 12%.

2. 3aBucumoctu (4), 1M0O3BOJIABAT OINpeEse-
JISIHE Ha eJIEMEHTapHUTE HETOYHOCTH C OTYMTAHE Ha
B3aMMHOTO UM BIHsAHHE, 0e3 Ja € Heo0X0auMO
M3IIOJI3BAHETO HA TPYAOEMKUTE 3aBUCUMOCTH (2).

3.C yBennuaBaHe Ha TIOJJaBaHETO f :

HETOYHOCTUTE B  pe3ylTar OT  TOIUIMHHH
neopMany HamalsiBaT, MOpaad HaMallsiBaHE Ha
NPEMHUHABAIIOTO B JIeTaii/la KOJMYECTBO TOILIMHA B
pe3yiTaT Mo-MajKaTa KOHTAaKTHa JbJDKMHATA Ha
pexemusi pp0 Ha UHCTPYMEHTA.

6.C yBenuuaBaHe Ha paguyca IpU BbpXa Ha
MHCTpyMEHTa 7, HETOYHOCTTAa & HapacTBa, B
pesyiTaT HapacTBaHe Ha JedopManusTra Ha
CpsI3BaHMS CIIOM MeTall, BOJEIa JI0 HapacTBaHE Ha
paauanHaTa CbhCTaBHA Ha CHJara Ha pssaHe F),
OmpeIeNsa &.
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o Cpaenenuss Ha  HEMOYHOCMU  NpU
cmpyeogeane ¢ u 6e3 omuumane Ha
sA6leHuemo MEexXHOI02UYHA
HACIe0CMEeHOCH
[lpu chmuTe WM3XOMHU JaHHU € HampaBeH
CPaBHHMTEJIEH aHAJM3 Ha TOYHOCTTa C M 0e3
OTYHTaAHE Ha SIBJIEHUETO TEXHOJIOTHYHA
HACJICJICTBEHOCT, KaTo 3a IeJiTa Ca IPOBEIACHH
M3YUCIICHUS M EKCIIEPHMMEHTAJIHA H3CJICABAHUS B
MMOCIIE0BATEIHOCTTA:

1. C momomra Ha 3aBucumocTH (3), 3a

I/136paHI/I$I JAuara3oH Ha HU3MCHCHHUC Ha
TEXHOJOTMYHUTC YCJI0BUA ca HU34YHCJIICHU
KO€(1)I/II_II/I€HTI/IT€ Ha TpaHC(l)OpMaLII/ISI Ha

CJIEMCHTAPHUTE HETOYHOCTH d 4 4, -

2. C nmomomra Ha 3aBucuMocTd (4), 3a
n30paHusi  JWamna3oH  Ha ~ HM3MCHCHHME  Ha
TEXHOJOTMYHUTE  YCIOBHS  Ca  W3YHCICHHU
ACTCPMHUHUPAHUTC CTOMHOCTH Ha CJICMCHTApPHHUTC

HETOYHOCTH (¢, )p, (&, )b, (&,, JDU(E, )p.

3. C ompeneneHuTe  JETEPMUHUPAHH
CTOMHOCTH Ha €JIEMEHTAPHUTE HETOYHOCTH €
OIpejieNicHa CyMapHaTa HETOYHOCT 0€3 OTUMTAaHE Ha
B3aUMHOTO  BIMSHHE  Ha  €JIEMEHTAPHHTE
HEeTOYHOCTH [1]

Jo- (5)

82 = (gj)D - (gmdu )D _(gmo(7 )D + (gul

pu

4. C wusnon3BaHe Ha JETEPMUHHUPAHUTE
CTOHHOCTH Ha €JIEMEHTAPHUTE HETOUHOCTH U (&),

(&,,)0> (&,,)0, (€, Jp 1 KoeQUIMEHTUTE Ha

TpaHchopmals a4, , MONYICHA C HOMOLITA HA

n3BeneHuTe 3aBUCUMOCTH (3) u (4) ca ompeneneHu
CTOWHOCTUTE HA CyMmapHaTa HETOYHOCT NpHU
CTPYroBO 00pabOTBaHE ¢ OTYMTAHE HA B3AHMHOTO

BIIUSHUE  HA  CIIEMEHTAPHUTE  HETOYHOCTH,
M3MO0J3BalKK 3aBUCHUMOCTH (2) [5].
5. CenocraBeHH ca CyMapHHTE

HETOYHOCTH C M 0€3 OTYWTAaHE Ha B3aUMHOTO

BIMSHHE HA CIEMEHTAPHUTE HETOYHOCTH C
pe3yATaTUTE OT MPOBEACHUTE EKCIIEPUMEHTH.
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Que. 1. [paguunu 3a6ucumocmu Ha cymapHama
Hemo4HOCm npu cmpy2060 obpabomeane & z om

nooasanemo f (a), ckopocmma Ha pszane v. (0),
2/IaBHUS YCMAHOBBYEH eI ) (8), CHOMACAMETHUS
yemanosvuen vl y, (2) u paduyca npu 6bpxa Ha

uncmpymenma r (0) npu obpabomsare Ha
s3azomoexu om mamepuanr XH77TFOP u mamepuan
Ha peocewyama yacm K30

C mnomyuyeHuTEe pe3yiaTaTH ca IOCTPOEHU
rpauYHN 3aBUCHMOCTH 332 CyMapHaTa HETOYHOCT,
0e3 OoTYMTaHE HAa BIUSHHUETO HA EJIIEMEHTAPHUTE
HetouHoctd (1), ¢ oTYMTaHe Ha BIMSIHUETO Ha
€JIeMEHTapHUTE HETOYHOCTH (2) U ChC 3HAUEHUS Ha
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cymapHarta HETOYHOCT, MOJTyYCHU oT
ekcrepuMeHTaaauTe nanuu (3) (dwur.1).

AHamM3bT Ha MOIYYCHUTE

MO3BOJISIBA J]a CE HATIPABAT U3800UME:

1. B mo-ronsimMa 4acT OT ciiyyauTe abCONIOT-
HUTE CTOMHOCTH Ha CyMapHaTa HETOYHOCT IpH
CTpyroBO 00paboTBaHe, ONMPENETICHN C OTYNTAaHE Ha
B3aMMHOTO BITUSTHUC Ha €JIEMEHTapHUTE
HETOYHOCTH, Ca IMO-TOJeMH OT aOCOJIOTHUTE
CTOMHOCTH Ha CyMapHaTa HETOYHOCT, ONpeJeIICHH
0e3 oTuuTaHE Ha B3aUMHOTO BIIMSHHE Ha
CJICMCHTApHUTE HETOYHOCTH. TOBa MOTBBpKIaBa
HEOOXOJMUMOCTTa OT OTYHTAHE HA BIHUSIHHUETO Ha
TEXHOJIOTHYHATA HACJICJCTBEHOCT MPU ONpEACIsIHEe
Ha  CcyMmMapHaTa HETOYHOCT TMpPH  CTPYroOBO
oOpaboTBaHe.

Ot rpadIHUTE 3aBUCUMOCTH CE BIDKIA, Ue
CTOWHOCTUTE HAa CyMapHaTa HETOYHOCT, MOJIyYCHHU
OT CKCIIEPUMCHTAIHUTE JaHHU, Ca TO-TOJIEMU OT
CTOMHOCTHTE, W3YUCIICHH 0e3 OTYhTaHe Ha
BIIMSIHUETO HAa TEXHOJIOTUYHATA HACIIEJICTBEHOCT, U
ca OJU3KH JI0 CTOMHOCTUTE M3YUCIICHU C OTYMTAHE
Ha BIUSHUETO H.

pesynraTtu

3. 3akiarouenue

1. OmpenensiHeTO Ha CyMapHaTa HETOYHOCT
OpU CTPYroBaHe IO aAHAJTUTUKO-U3YHCIUTEIHUS
METOJI C OTYHTAHE Ha SIBICHUETO TEXHOJIOTHYECKa
HACJIEJICTBEHOCT € BB3MOXXHO C T[OMOINTa Ha
MOJYYEHUTE  3aBUCHMOCTH 332  (DUKCHpaHHTE
(merepMuHUpaHu) CHCTABHU W CHCTaBHUTE,
OTYHTAIM B3aMMHOTO BIIUSHHE Ha Pa3INIHUTE
HETOYHOCTH B 3aBUCHMOCT OT TEXHOJOTMYECKHTE
YCJIOBUS IPH KOUTO MPOTHYA MPOLEca.

2. Tonyuenure 3aBHCUMOCTH JaBat
BB3MOKHOCT 3a IOBUIIABAaHE €(EeKTUBHOCTTa Ha
AQHAJIMTUKO-U3YUCIUTEIHUS METOJl 32 OIpenelisHe
HA  CcyMmMapHata HETOYHOCT TIPU  CTPYroBO
0bpaboTBaHe.

3. OT mpOoBEACHUST CPAaBHHUTEIICH AHAJIN3
ce BIXKZA, Y€ TOBa € OCOOCHO BaXXHO IIPH
00paboTBaHe Ha MPEUM3HU AETAiM, TOYHOCTTa Ha
pa3MepuTe Ha KOMTO € OT MopsAabKa Ha 8 + 12 um,
T KaTO C TaKWBa BEIWYHUHU aOCOIIOTHHUTE
CTOMHOCTH Ha CymMapHaTa HCTOYHOCT C OTUHMTAHEC Ha
SIBICHUETO TEXHOJOTMYHA HACIEACTBEHOCT Ha HUBO
MPOXOJ] TIPEBUINABAT a0COJIIOTHUTE CTOHHOCTH Ha

T€3W HETOYHOCTH O0€3 OTYMTAHE BIUSHHETO HAa
TCXHOJIOIrH4YHaTa HaCJICACTBCHOCT.
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EJHOIIOCOYHH JIATEPHH OIIOPU- BUTOBE
KOHCTPYKIINHU

MUPOCJIAB AJIEKCUEB, CTAHUCJIAB AJIEKCHUEB

Pe3rome: Muozo om mexanuszmume 8 MauwituHocmpoeHemo mp}l6661 oa ce odsudxcam camo
e0HONOCOYHO MOBa npedomepamﬂea asapuu u 3710N0JYKU. B cmamusima ca nocouenu
KOHCMPYKYUU nozeoiseauju €OHONOCOYHO OUdICEHUe HA PasiudHu MawluHHu MeXanusmu.

KaouoBu nymu: Eodnonocounu , nazepu, onopu 3a 08udcenue no pasiuyHu nOEbPXHUHU.

ONE-WAY BEARINGS - TYPES OF
STRUCTURES

MIROSLAV ALEKSIEV, STANISLAV ALEKSIEV

Abstract: Many mechanisms in machine building have to move only one way, preventing
accidents and accidents. The article mentions constructions allowing unidirectional

© International Scientific Conference on Engineering, Technologies and Systems

diversion of different machine mechanisms.

Key words: One-way bearings, bearings for movement on different surfaces.

1. BnBeaenne

EnnonocounnTe MeXaHU3MHU B
MAaIIMHOCTPOCHETO HaMUPAT IIMPOKO MPHUIIOKEHHE.
Benuku nBurareny ¢ BBTPEIIHO TOPEHE C€ BBPTAT
caMO B €IHO IOCOKa. MHOro OT MEXaHU3MHTEC B
MAIIMHOCTPOEHETO TpsiOBa Ja ce JBWXKAT CaMo
€HOIOCOYHO TOBAa NPEAOTBpATsBa aBapUU H
3nononyku. [IpenaBaneTo Ha ABekeHHE B oOpaTHa
MOCOKa € HeAomycTHMO. Bcuuko ToBa ompezens
aKTyaJTHOCTTa Ha TeMara.

OcHOBHa LI/ Ha HACTOSIILATA CTaTHUATA € J1a
ce nocoyat KOHCTPYKLHU MO3BOJISIBALIH
€IHOMOCOYHO [MKEHHE Ha Pa3MYHU MAaIlMHHU
MEXaHU3MH, KaKTO 110 PaBHMHA TaKa W MO Jbra OT
OKPBKHOCT.

2. KoHCTpyKUMSI HA 3aKJIMHBALL
€IHONOCOYEeH MO

Ha ¢ur.1 e nocoueHa KOHCTpyKuusATa Ha
3aKJIMHBAILL €JHOIIOCOYEH MOyl Moayia ce
CHCTOM OT 4 poNKH. [IBeTe TojIeMH POIKU
OCHUTYpsIBaT MPEBMKBaHE HA TOPHHSI 00EKT CIIPSIMO
JOJHUS, Ype3 TPUEHE MO ThPKAJISHE T.€. HAMAJICHO.
JIBeTe MaJKu pOJIKM ca 3aKIMHBAILH €/IHa CTIPSMO
Jpyra 1 €IHOBPEMEHHO C TOBA 10 TOPHUS U JOJIHUS

00ekT. ToBa € Bb3MOXKHO CaMO, aKo bI'bJI W € I1o-
MaJbK OT bI'bJla Ha TPUEHE MEXKIY KOHTAKTYBAIIUTE
eneMeHTH. KOHTaKTa € KakTo MEeXIy ABETE POJIKH,
TaKa ¥ MEX]y poJIKaTa U IJIOCKOCTa Ha TOPHUS U
JOJIHUA €TIEMEHT. J[BeTe CTpaHWYHU TOJIEMHU POJIKU
MOIBPKAT MAIKUTE B TOTOBHOCT J1a 3aKJIMHAT, T.€.
BHUHArH B KOHTAKT. Besika oT poskute Ha (ur. 1.
BHHATHY € B KOHTAaKT B 3 IMHUHU, KOETO I OPUCHTHPA
B ITPOCTPAHCTBOTO €THO3HAYHO (aKO MEXaHM3Ma €
0e3 xyabuHu u nedopmanum).

G
7

R
&

@ue. 1. Koncmpykyus Ha 3aKIuH8aw eOHONOCOUEH
MO0y
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3. BuioBe KOHCTPYKIIUM HA € JTHONOCOYHH
JIarepHM ONOPH U3MOJI3BAIIN
3aKJIMHBAIUS €THOTOCOYEeH MOTY.I

Ha ¢ur. 2 e mocodyena KOHCTPYKIUATA Ha
€HOIIOCOYHA JIarepHa OIopa 3a NPEIBUKBAHE B
eIHa TocoKa Ha paBHHMHHH 00ekTu. Ilocokara Ha
NBIKEHHE € TI0Ka3aHa Ha ¢urypara, KOraro
JTOJTHATA OTopa € HEeMOABIKHA, a CE IBUKH ropHaTa
camo Ha JscHO. EjHOnoOCcouHaTa JarepHa oropa 3a
JIBKCHHE Ha pPAaBHUHHU [OBBPXHMHH, MHOTO
Harno/i00siBa Bepurara Ha TaHK M € TMOJydYuiia
Ha3BaHHETO CHU ,TaHkeTka“. OT MOMEHTHOTO
paslpeneneHne Ha CKOPOCTUTE C€ BIDKOAA, de
TaHKeTKaTa ce MJBWKH C JiBa IBTH MO-MaJika
CKOPOCT OT TOpHHsI OOCKT. AKO O0EKTa € JocTa
TOJIsIM, MOXE J1a ce J00aBAT TAaHKETKH B JsCHATa
9acT M J]a ce B3eMaT TaKWBa OT JIIBaTa, KOUTO Bede
HE ca B KOHTAakKT, T.e. Jla CE IPEMECTBAT TEKKHU
00eKTH B €]IHa MMOCOKa, 0e3 J1a UM Ce MT03BOJIaBa Jia
ce BphIIaT 00paTHo.

Due. 2. Eononocounama iazepra onopa 3a
08UdICEHUEe HA PAGHUHHU NOBLPXHUHU-
,, COHONOCOYHA MaHKemKa *

Axo Ha ¢ur.2 ce mpeMaxHaT POJIKUTE, KOUTO Ce
JIBIKAT IO PaBHUHHMSA yYacCThK, C€ TOTydaBa
qacteH cinydail. Ha ¢ur. 3 e mocouena
KOHCTPYKLUSTA Ha €AHOIIOCOYHA JIaTepHa Oropa 3a
BaJIOBE, WJIM KPATKO €IHOMOCOYEH Jiarep. AKO Baja
B OCTTa € HETIOIBIKEH TO BHHITHATA TPUBHA MOXKeE
Jla ce BbPTH OKOJIO HEro Taka, KaKTo € OKa3aHo.
To3u cimydaii € pa3paboTeH oT 1011, AJIEKCHEB H
rin.ac Croes [2,3].

@ue. 3. Eononocouen nazep

Ha ¢wur. 4 ¢ mocoueHa KOHCTPYKIMSITA Ha
€HOTMIOCOYHA JlarepHa oropa 3a MpeIBKBAaHE B
eIHa TOCOKa Ha OOEKTH MO Jbra OT OKPBHKHOCT.
3akpbIyIeHUsITa B BaTa Kpas Ha JIATEPHUTE OMOPH
Ha ¢ur. 2 u ¢ur. 4 cmyxkar 3a ocurypsiBaHe Ha
MOCTOSTHEH (HEMpeKacHaT) MOTOK OT 3aKJIMHBAIIH
Momynmd. AKO, TH HAMamle Te3W YYacThIIH,

MEXaHu3Ma 1€ € OTBOPECH U POJKHUTE MHIE CC
pasnuieAT.
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Que. 4. Eononocouna nazepna onopa 3a
npeosudceane 6 eOHA NOCOKA Ha 0OeKmu no 0v2a
OmM OKPBHCHOCH.

AKO 00EKTHTE ca OTPOMHH TIO pa3Mep, ToraBa
KOCTPYKIMSTA Ha (DUT. 3 € HEeTEeXHOIOTUYHA,
MIOHEXKE CE HaJjlara /ia ce MOJI3BaT IOJIEMH POJIKH.
Torea Moe Jja ce M0JI3Ba €AHONMOCOYHA JIarepHa
oriopa 3a MPeBMUKBaHE B €/IHA MIOCOKA Ha O0CKTH
M0 OKPBIKHOCT, n300pa3eHa Ha ¢ur. 5.
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@ue. 5. Eononocouna nazepra onopa 3a
npeodsudceane 8 eOHa NOCOKAa Ha 0OeKmu no
OKPBICHOC

AKO 3aKIIMHBAaLIUTE €JIEMEHTH OCHUTYpsIBaT
HeO6XOI[I/IMI/I$I CIIMpa4y€H MOMCHT, TO TC MOrar Ja ca
mo-Manko Ha Opoit. Ha ¢ur. 6 e mocodena
NpUMEpHa KOHCTPYKLMS C [Ba 3aKJIMHBAIIU
€IEMEHTa H3rpajiecHa OT HSKAIKO 3aKJIMHBALIH
MOJIyJa.

i

Due. 6. Koncmpyxyus ¢ 06a 3akiuHeauu
enemenma

W3non3Baiiku 3aKIWHBAIIUS MOIYJ MOTaT J1a Cce
Ch3/1aBaT Pa3IMYHA KOHCTPYKIIMH HA €IHOITOCOYHH
MexaHu3MM. BakHO ycioBue 3a Jga paboTu
3aKJIMHBAIIMS MOJYJI BbB BCHUKH TIOJOKCHUS B
KOHUTO C€ HAMHPA U TO C BCHYKH 3aKJIMHBAIIN POJIKA
¢ HeoOXOJMMO Jla € CIa3eHO YCIOBHETO BI'bd W e
MO-MallbK  OT  BI'bJIa HA  TPUCHE  MEKIY
KOHTaKTYyBaIl[UTE €JIeMEHTH. B ciydas u300paseH
Ha ¢ur.7 u nBara prejga Wi u W, TpssOBa aa ca mo-
MAaJIK¥ OT bI'bjia Ha TPHUEHE.

@Due. 7. Ilposepka na osama vevia Wy u W,
0meao8apam iu Ha YClosuemo 0a cd no-Maiku om
beb/ld HA MpueHe

4. Jakiarouenue

4.1 WsnbaHeHa € 1edTa Ha HacTosIlaTa
CTaTHATa, KaTo B Hesl ca MOCOYCHH KOHCTPYKIIHU
TIO3BOJISIBAIIY €IHOMOCOYHO JMKCHHUE HA Pa3IMIHU
MallMHHA MCXaHU3MHU, KaKTO IO paBHMWHA TaKa U 110
IbTa OT OKPBKHOCT.

4.2 TlocoyeHO € W YCIOBHETO Ha KOETO [a
OTrOBaps 3aKJIMHBAIIHUS MOJYJ 32 OCBHIIECTBIBAHE
Ha paboTOCIIOCOOHOCTA Ha MEXaHU3MaA.
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TEOPETUYHO ONPEJIEJISAHE HA KJIACA HA
I'PAITABOCT IIPU ®PE30OBAHE C
BUCOKOIIPOU3BOJUTEJ/IHA ®PE3A

MUPOCIJIAB AJIEKCHEB, CTAHUCJIAB AJIEKCUEB

Pe3tome: Teopemuunomo onpedensne Ha Kiaca Ha 2panagocm e om Kioyo8o 3HaYeHue 3a
nocmueawe HA  MAKCUMAIHA — NPOU3BOOUMENTHOCH € HYJCHOMO  Kauyecmeo  Hd
obpabomeanama noevpxnuna. Toea cnomaza 3a cv30a6aHemMo HA eHeKMUBHU MEXHOL02UU
om mexuon02a u Hacmpouuuxa Ha mawunume ¢ LIITY

KawuoBn aymm: xnac una epanagocm, @hpe3osane, 6UCOKOnpousgooumenna ¢pesa,
mawunu ¢ LITY

THEORETICAL DETERMINATION OF THE
GRAVITY CLASS FOR MILLING WITH A
HIGHLY PRODUCING SURFACE

MIROSLAV ALEKSIEV, STANISLAV ALEKSIEV

Abstract: The theoretical determination of the roughness class is key to achieving
maximum productivity with the required surface quality. This helps to create efficient

© International Scientific Conference on Engineering, Technologies and Systems
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technologies by the technologist and tuner of CNC machines.

Key words: roughness class, milling, high-performance mill, CNC machines

1. BnLBeaenne

C yBenmuuaHe Ha TMPU3BOJUTEITHOCTTA CE
yBelIMYaBa W Kjaca Ha TIpanaBOCT, IOHEKE
OTIepaIuAaTa C€ M3BBPINBA ChC 3aBUIICHH PEIKUMU
Ha ps3aHe. MakcuMaliHata CKOPOCT Ha ps3aHe ce
ompezens OT JBoiKkaTa 00paboTBaH U 00padoTBaIIl
MaTHpHadl ¥ HEWHOTO OmpeaeisHe CcTaBa OT
Katajora Ha  (QupMara NPOM3BOAUTET  Ha
HHCTYMEGHTA. MakcumanHata JIbJIOOYHHA  HA
pA34dHE, 3aBUCH OT BHAA Ha HWHCTPYMCHTa H
HeroBaTa pexeria YacT. ITogaBaneTo
ITbPBOHAYAIHO MOYXE J[a CE B3EME OT KaTajor, HO TO
ce orpaHuMyaBa OT Kjaca Ha [IpamaBoCT.
TeopeTHYHOTO My OIpEACINISIHE JaBa Bb3MOXKHOCT
HA TEXHOJIOra W MPOrPaMHCTa 3a IMOCTHIaHE Ha
MaKCUMAJIHO IIogaBaHC, a OT TaM H HaM-ToJIsIMa
MPOM3BOIUTEIHOCT. Bcuyko ToBa  ompeness
aKTyaJHOCTTA Ha TeMara.

OcCHOBHa I1eJ1 Ha HACTOsAIIATa pa3paboTka e
Jla Ce OIpPEACIAT TEOPETHYHO BUCOUYMHHUTE Ha
rparnaBUHUATE MPU 33/1aJI€H PEKUM Ha psA3aHe, a OT
TaM U KJ1aca Ha TpanaBocrT.

2. TeopeT4yHO onpeaeasiHe HA KJIaca Ha
rpanaBocT npu ¢gpezoBane ¢
BHCOKONPOM3BOAUTEHA (hpe3a

Kiaca Ha rpamaBocT ce ompenens Cbe
CTaHIApTH3UPAHU TTAPAMETPH.

R, - ce ompenens camo Ha JEHCTBUTEHO
o0paboTeHa peajiHa MOBbPXHUHA, YPE3 rparaBoMep.

R, — mo onpenenenne mnpexacraisaBa
BHUCOYMHA Ha TpalaBUHHUTE Ha mpoduiia Mo Jecer
TOYKH — CpegHaTa OT aOCOJIOTHUTE CTOMHOCTH Ha
[IETTE€ HaW-BUCOKHM M3JATHMHHM W IIETTE HAl-HUCKU
najivHl Ha npodmina B TpaHMIUTe Ha Oa3oBara
neipkuHa Ly, ['paduunust cmuckn Ha R, e nokaszan
Ha Qur.1.
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Rz= 5

Due. 1. R, sucouuna na epanasunume Ha npoguia
no decem MouKU - CPeOHama om abCcoAOMHUmMe
cmouHocmuy Ha nemme Hall-8UCOKU U30AMUHU U

nemme HAal-HUCKU NAOUHU HA Npopuia 8
epanuyume Ha bazosama Ovidicuna L,.

Haii-BucokuTe W3JaTMHM W Hal-HUCKHTE
naauHu  Ha  npoduima  Ha  oOpaboTBaHarta
NMOBBPXHMHA MaraT Ja ObJar  OmpeneleHu
TEOPETHYHO WM Tpadu4yHO, CIEeX Karo ce 3Hae
KakBa ciena 1mo oopaboTBaHaTa MOBHPXHUHA OCTABS
pekemusi pp0 OT BCsIKa IUIACTHHKA HA UCTPYMEHTA.
3a menra e HEOOXOJMMO Jia ce Toadepe pexen|
nHCcTpyMeHT. Ha ¢wur.2. e mokasan Buga Ha
BUCOKONPOM3BOAMTENIHA (pe3a MO LWIMHAPHYHATA
NOBBpXHMHA OT Kartamora Ha ¢uma ISCAR.
@pe3ata € ¢ TpU KaHala C 1O TPU 3aBBPTIHU
IUIACTUHKM HAa BCEKM KaHAl MO LWIMHIpUYHATA
MOBBPXHHUHA. BCsika OT MIACTUHKHUTE € OLBETEHA C
pasinueH UBsT. MHCTpyMeHTa € 3aBbPTSH TpU I'bTU
32 JJa Cce BIDKAAT BCUYKUTE JAEBET pEXELIH

IJIaCTUHH.

Due. 2. Hzened Ha sucoxonpouzeooumenna gpesa
N0 YUNUHOPUUHAMA NOBBPXHUHA

Due. 3. Uszeneo na sucokonpouzsooumenta gpesa
nO YeIHAmMa NOBLPXHUHA

Ha ¢wur.4 e mokazana ciemara OT pexentus
pB0, KOATO IKbATAaTa IUIACTHHKA M€ OCTaBs
00paboTBaiiku paBHWHHATA TOBBPXHHHA 3a [Ba
oOopora Ha ¢pe3ata C OIpPEIESCHO MOJaBaHe.
[MopwpxHuHata ©Ha ¢Qur.d. ce mocTposiBa C
ypaBHeHue 1.

(@)
x:r*cﬂﬂ(ﬁ+§)+(fﬁ

—r «sin{p, + &)

xor (1)

¥

Kbnero:

d,, — InamMeThp Ha HHCTPYMEHTA

l,, — IBIDKUHA Ha peXelns pbO parnoaoxkeH Mo
YeJHaTa NOBbPXHHHA HA HHCTPYMEHTA

0| — BI'bJl HA 3aBbPTAHE HA HHCTPYMEHTA OKOJIO
octa My. ¢; ce usmens ot 0° + 360° 3a exun
000pOT Ha UHCTPYMEHTA.

f — nomaBaHeTo 3a e1uH 000POT [MM/tr]

& — IIGHTPATHUS BI'bJ HA KOUTO ce HaMUPa BCEKU
OTJeJICH pekKel 360.

Duz. 4. Crneoa om dncerimama niaacmutKa
o0bpabomeawya paeHUHHA NOGLPXHUHA HA
pasnonoxcena yenmpaieH vevi =0°

Ha ¢wur. 5 e mokazaHa ciegaTta OT pexKeIIus
pBO, KOATO CBETJIO CHHSTA IUIACTHHKA IIE OCTaBS
00paboTBaliku paBHMHHATA TMOBbPXHUHA 3a JIBa
obopoTa Ha (pe3ara ¢ ONpeaesIeHO TToJaBaHe.

Due. 5. Cneda om ceemno CUHAMA NIACMUHKA
0bpabomeawa pasHUHHA NOBLPXHUHA HA
pasnonoxcena yenmpaieH vewvi =120°

Ha ¢wur. 6 e mokaszana cienarta ot pexxentus
pp0, KOSTO depBeHaTa IUIACTUHKA 1€ OCTaBs
00paboTBaiiki paBHWHHATA TIOBbPXHWHA 3a JBa
o0opoTa Ha ¢pe3ara ¢ OIpe/eIeHO MM0IaBaHe.

@ue. 6. Cneda om uepgenama naaCmMuHKa
0bpabomeauja pasHUHHA NOBLPXHUHA
Pa3noodcena Ha yenmpaner vewvi ¢=240°
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Ha ¢ur.7 ca mnoka3aHu cjeauTe OT
BCHUYKUTE TPU pOKEIM pbOOBE OT YEIOTO Ha
¢pezara, korato TS 00paboTBa  paBHHHHA
MOBBPXHHUHA.

Due. 7. Credume om scuukume mpu pevjiceuu
pvbose

Ot ¢wur.7 ce Bmwkaa 4de momgaBaHeTro f 3a
eIrH 000pOT Ha HWHCTPYMEHTa € MAaKCHMAJHO
3al10TO B NPOTUBEH Cllydail 10 MOBbPXHHMHATA LIE
ocTaHaT He 00pabOTeHN yJacThIIH.

Ha ¢ur.8 e nokasana cnenata oT pexenus
pp0, KOATO OKBATATa IJIACTUHKA IIE OCTaBs
00paboTBaiiku CTpaHWYHATA MMOBBPXHHHA.
[loBbpxHHUHATA Ha QUT.§ ce TOCTPOsIBa C
ypaBHEHHE 2.

r

x =71 *cos(gpy +f}+(ﬁ)*fp1 (2)

y = —r=«sin(g, + &)
z=lpy
Kbaeto:

l,, — NBIDKMHA Ha peXels pbO paroyokKeH Mo
LWIMHIPUYHATA MOBbPXHUHA HA HHCTPYMEHTa

<

Que. 8. Cneoa om dcvaimama niacmuHKa
obpabomeawa cmpanuiHa noSbLPXHUHA
PA3N0N0NCEHA HA YeHmpaieH bebi (=()°.

Ha ¢ur.9
BCHYKUTE JICBET

ca TOKa3aHH
pexenu

clemuTe  OT
pBoOOBE oT

WIMHAPHYHATA YacT Ha (¢pesara,
00paboTBa CTpaHWYHATA TIOBbPXHHUHA.

Korato Tia

e

Que. 9. Creoume om gcuykume degem pegjceuyu
pvboge

Ha ¢ur.10 e nokazano 3D moBbpXHUHU
MOJYYeHU OT BCHYKHUTE JEBET pPEeXely pbrda OT
IWJIMHAPUYHATA YacT Ha (pes3ara, yBeIHUSHH 3a Ja
MOXe€ JIa C€ OHArJe u MOTy4YeHUTE MIPe3acThbIIBAHUS
OT TSIX.

Que. 10. Ysenruueno om ¢ue.9

Ha nmpaktuka mogaBaHeTo € MHOTO
MMO-MJIKO OT KOJKOTO € M3IO0J3BaHO 3a
nmomydaBaHeTo Ha ¢ur.10, HO ako ce H3Moi3Ba
pPCAJIHOTO TIOJaBaHE TPYAHO I CE€ H300pa3siT
Bcuukute ciueau. Ot 3D MoxmenbT Morar Ja ce
B3eMarT IeTTE Hall-BUCOKNUTE M3IATHHHU U IIETTS HaM-
HUCKWTE TaJWHU Ha mpoduia M 1a ce MOoIydH
yucieHa cToiHocT 3a R,. OcBeH ToBa ce moiydaBa
BH3yaJlHA TIpeJACTaBa 3a peajHaTa IMOBbPXHHUHA.
[Ipomensiiikn crtoliHOCcTta Ha moxaBanero f B
ypaBHeHne 1 u 2 ce Tmody4aBaT pPa3IUYHU
CcTOMHOCTHU 3a R, . Te3u CTOMHOCTH ce CpaBHABAT C
[IOCOYCHUTE B TEXHUUYECKATa JIOKyMEHTaIus 3a
oOpaboTBaHata moBbpxHHMHA. lleara e ma ce
M3M0JI3Ba MAKCUMATHOTO TIOJ]aBaHe 3a J]a Ce MOTYIHn
MaKCUMAaJHATa MPOU3BOAUTEIHOCT OTrOBapslla Ha
[IOCOYEHATa I'ParaBocCT.
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3. 3akiouenue

3.1. Onpenenenu ca  TEOPETUYHO
BHCOYMHHUTE HA TPAllaBUHHUTE MPHU 3aaJCH PSKHM
Ha ps3aHe, a OT TaM U Kjlaca Ha rpamaBoCT.

3.2. Tlocouyen e IBTAT 3a INOCTHraHe Ha
MaKCHMaJTHa MTPOU3BOAUTEITHOCT Ha
TeXHOJOrMYHATa  oOmepanus  Opd  3aJajcHa
rparnaBocCT.
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METO/IUKA 3A OLIEHKA HA
BB3MOKHOCTHUTE 3A PAJJMOEJEKTPOHHO
MPOTUBOJAENCTBUE HA BE3NUJIOTHH
JETATEJHU ALTAPATH

HUKOJIAY TEOPTMEB, AJIJEKCAH/TBP KOJIAPOB, BEHIIMCJIAB ITEXJIMBAHCKH, OTHSIH
TOJIOPOB

Pe3tome: B wuacmoawus mamepuan e npeocmaseHa Memoouka 3a OyeHka Ha
eévamosicnocmume 3a PEIl na PEA na BJIA u no-cneyuanno Ha HetHama cucmema 3d
CNBMHUKOBA HABUSAYUSL.

KmouoBn  aymm:  BJIA,
npomugoodelcmaue.

PAOUOENeKMPOHHU — YCMPOUCMBA,  PAOUOeNeKMPOHHO

METHODOLOGY FOR EVALUATION OF RADIO
ELECTRONIC COUNTERMEASURE OF
UNMANNED AERIAL VEHICLES

NIKOLAY GUEORGUIEV, ALEKSANDAR KOLAROV, VENCISLAV PEHIVANSKI, OGNIAN
TODOROV

Abstract: This paper presents a methodology for assessing the countermeasure capabilities
against radio-electronic devices of UAV and in particular of its satellite navigation system.

Key words: UAV, radio-electronic devices, radio-electronic countermeasure

1. BbBenenue

CbBpeMEHHUTE OC3MWIOTHU JICTATEIIHH
anaparu (BJIA) ca o0opyaBaHM CBbC CIIOXKHA
pamuoenektporau cpeactBa (PEC) mospomsBaria
UM J1a M3MBJIHIBAT ¢ BUCOKA €(PESKTUBHOCT IITHPOK
KpBI 3a/1a4il — OT HaOJIO/ICHHWEe U pa3y3HaBaHE Ha
3eMHAaTa OBBPXHOCT JI0 IeNIeyKa3BaHe U HaHACSHE
Ha OTHEBU yjapu. Te ca BaKeH KOMIIOHEHT Ha BCE
[T0-HAPACTBAIINTE PUCKOBE OT HEpErJIaMEeHTHUPaHU
U 3J0HAMEPEHU JEWCTBUS TI0 PAa3INYHH OOCKTH,
BKJIFOUUTEJIHO M OT KpUTHYHATa UHQPPACPYKTYypa,
KOETO Hajiara npeolieHKa Ha MEPKUTE U CIIOCOOUTE
3a TsaxHaTa 3ammuTal 1,2,3].

Hamuuuero wa T1e3sm PEC  o0ycnass
ys3BuMoctTa Ha bBJIA oT BB3mEHCTBHETO Ha
MpeTHAMEPEeHU  PaJUOCNEKTPOHHH  CMYIICHHUS,
KOUTO MoraT Ja HapymaT e(eKTHBHOCTTa
MPaKTUYECKA Ha BCSIKO €IHO YCTPOHCTBO WIIH
cucrteMa Bim3amnia B chcraBa Ha BJIA. ToBa ce
MIOTBBPKIaBa OT (pakTa, Ye OCHOBEH KOMITOHEHT B

MOYTH BCHYKH cucTeMH 3a Oopba c BJIA ca
CpeICTBa 3a PEOHOECIIEKTPOHHO MPOTUBOJCHCTBHUE
(PEII). Benpeku BaxkHocTTa Ha mpobnema 3a PEIT
Ha PEC na BJIA B ceuiecTByBamara Jureparypa
HE € OIMcaHa KOHKpPETpHa METOAMKa 3a HeilHara
OlleHKa. B Hacrosmus maTepuan € mpeicTaBeHa
METO/IMKA 32 OLEHKa Ha Bb3MOxHOcTUTE 3a PEII
Ha PEA na BJIA u mo-cmenmaiHo Ha HeWHAaTa
CHCTEMa 3a CTbTHUKOBA HaBHUTaIlHSl.

2. U3ao:xkenne

HezaBucumo or Ttuna Ha BJIA u
MpeHa3HAYeHUeTO MY, B HETOBHUS CHCTAaB BIIM3AT
penuiia pamdoeNeKTPOHHU CpPENCTBA, HaH-9e€CcTO
CpelanuTe OT Kouto cal4,5]:

- IIPUEMHHUK Ha CUTHAJIUTE Ha
CII'bTHUKOBUTE HABHUTAIllMOHHH CUCTEMH
(GPS/TJIOHACC/GALILEO/BEJGOU);
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KOMAaHJTHO
paluoINHIY;
paZvMONMHMM 3a TpelaBaHe Ha BHIEO,
TeJIEMETPUYHA U Ipyra HH(OopMaIus;
yCcTpoiicTBa 3a BHUAEO, HH(]pauepBEHO,

n HaBUTI'allUOHHHU

Ja3epHo u PaJIOIOKAIIHOHHO
pasy3HaBaHe
- O6opaoBa nudposa M3YHCITUTEITHA
MallliHa WX aBTOINWIOT;
- YCTPOMCTBO  3a  apXWBHpaHe  Ha
BUJICOMH(OpMAITUS U JIP.
OpraHuzupanure paluoeIeKTPOHHH

BB3AeHcTBUS BbpXy AaneHo PEC or chctaBa Ha
BJIA morat na nosenmaT O €IMH WIN HIKOJKO OT
CJIeTHUTE Pe3yNTaTH:

Ja ObIe WU3BEACHO OT CTPOst 4pe3
U3rapsiHe Ha BXOJHM DPaJHOENIEKTPOHHU
eneMeHTH  (IpH  CBBPBX  MOIIEH
pamucurHaig, Ha TO3M eTall  caMo
TEOPUTHYHA BH3MOXKHOCT);

Ja Oboe BKIIOYEHO B cHCTeMa 3a
N0JjaBaHe Ha JIHKIMBU JaHHU ((PUKTHBHO
Hebe, (PUKTHBHO yIIpaBlIeHHE), CBBP3aHO
¢ HacouBaHe Ha noseta Ha bJIA B
n30paHa OT Ch3JaBallds CMYIICHUSATA
MOCOKa:!

Ja ToJlyyaBa XaOTHYHH M TEPUOIUYHHU
JBXKIIUBU JaHHU (uMuTHpaIN
CITBTHUKOBHUTE 170101 KOMaHHO-
HABUTALMOHHUTE), B PE3yaTaT Ha KOETO
Ja ce Hapylld H3OBJIHEHHETO Ha
MOJICTHUSI CU TpapuK M Ja C€ BJIOIIH
TOYHOCTTA Ha pa3y3HaBaTeIHaTa
nH(pOpMaIHs;

Ja ce BIOIMM KAa4eCTBOTO WJIM Ja Cce
peyCTaHOBH BB3MOXKHOCTTA 3a
[ojly4yaBaHe W/WAM  TpelaBaHe Ha
pa3y3HaBaTeNIHH JaHHY;

Jla IPeyCTaHOBHU TMOJTY4YaBaHETO HA JaHHU
oT CITbTHHUKOBHUTE HaBUTALIMOHHU
cuctemu (T.e. na Oblle TOJaBEeHa), B
pe3ynraT Ha koeTo BJIA nma mpeycranoBu
W3IBITHCHUETO Ha 3aJa4aTH U Hal-4ecTo
Jla ce MPU3EMH, C KOETO PUCKYyBa Ja Oble
3aJI0BEH;

Ja Cce€ Hapymar Bb3MOKHOCTUTE
pabora nHa OopaoBaTa amaparypa
yhnpaBjieHHEe  Ha  ToleTa |
YCTpOMCTBaTa 3a  apXUBHUpaHE
nHpopManuATa U 1p.
Enan ot ocnosuute PEC oT cbcTaBa
BJIA ca Te3m 3a COBPTHHKOBA HABHTAIIHS,
KOMaHJHHUTE PaJVOIMHAM W 3a Ipe/laBaHe
BUZICO, TEIEMETPUYHA U JIpyra HH(pOpMaLusl.

CucrteMuTe 3a CI'BTHUKOBA HABUTalMs ca

NpeHa3HaYeH! 3a OmpejeisiHe Ha COOCTBEHHUTE

3a
3a
Ha
Ha
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koopauHaty Ha BJIA B mporeca Ha monera UM,
KOETO € HeoO0XO0AMMO KakTO TMpH TIojeTra Io
3aalcHud  MaplipyT, Taka M 33 TOYHOTO
ompelensHe Ha KOOPAMHATUTE HA pPa3IU4YHUTE
O0EKTH W Karo CJEJCTBHE 3a e(eKTHBHO
HeJieyKa3BaHe W/MM  TOoJy4aBaHe Ha TOYHA
pasy3HaBaTenHa uHGopmauusi. CHBTHUKOBHTE
HaBUTAIIUOHHU CHUCTEMH HMAT TpU OCHOBHHU
komrioHeHTa[4,5]:

KOCMHUYECKH [IpUEMO-TIpeaBaTeNn
Pas3IOoI0KEHH! Ha CaTeIIUTH;
KOHTPOJIEH npUeMo-TipeiaBaTesil B
CTaHLUM, pPAa3NOJIOKEHH Ha 3eMHaTa
HNOBBPXHOCT W YHpaBIABaHU  OT
CbOTBCTHUA PBKOBOAUTE Ha
HaBHUI'allMOHHATa CUCTEMaA,
HOTPEOUTENICKH IIPUEMHHULIY,
pa3mnojokKeH B CHOTBETHHS MOTPEOUTEN,
B ciy4ad - B BJIA.
Moutnocture Ha CITbTHHUKOBHUTE
W3TBUBAHUS ca OT mopsabka Ha 25-30W, a
YCUJIBAHETO HAa AHTEHHHTE MM CHCTEMH € MEXKIY
13 u 15dB. B moBedero ciny4yan ToBa Ch3/1aBa HUBO
Ha CHUTHaJa Ha 3€MHTa MOBBPXHOCT OT HOpPSIbKa
Ha -160dB, koeto mpu coOCTBEH wIyM Ha
noTpeOuTeNIcKkuTe mpueMHUIM oT mon -180dB
OCHUTYpsiBa OTHOILEHHE CHUTHAI/UIyM OT Haj
20dB[4,5].

CucrteMuTe 32 KOMaHIHUTE PaTUOIHHUU U
3a mperaBaHe Ha BHIEO, TEJIEMETPUYHA U Apyra
nHpopMmarus oT cbecraBa Ha BJIA ca ¢ TBBpIE
pasHoOOpa3HM  XapakTepucTuku. EamH  oOT
OCHOBHHTE MapaMeTpd HMAIlld OTHOIIEHHE KbM
panuoEeNIeKTPOHHOTO MM  MPOTUBOJEHCTBHUE
paboTHUTE MM YECTOTH ca B JAMANa30HUd OT
HSIKOJIKO CTOTHH Meraxepua (Hamp. 3a BJIA ot
trra 3DR Ardu Copter Quad-C e oxomno 433 Mhz)

IO  HAKOJKO  ruraxepua (Hampumep  3a
kBazapokontep Tun PHANTOM 3 STANDART 2.4
GHz) [4].

B Tabmuma 1 ca pmameHW OCHOBHUTE
pabOTHU YECTOTH Ha CHCTEMHTE 3a YIpaBJeHUE U
3a IpejaBaHe€ Ha JIaHHM Ha  Hal-yecTo
n3nonseanute BJIA ¢ Manbk panuyc Ha JeHCTBUE.

Taénuyal. Ocrosnu pabomuu vecmomu Ha
cucmemume 3a ynpaeieHue u npedasane Ha OaHHu

Ne YcioBeH TN HA OcHoBHa pafoTHa
no AUaNa3oHa yecToTa
pen
1. HuckoyecToTen 432-434 MHz
2. CpegHouecToTeH 902-928MHz
3. BucokoyectoTen 2400-2485 MHz
4. CBpBbX BUCOKOYECTOTEH 5725-587SMHz

Ilo aHamorus chbc CUCTEMHUTE 3a CaTCIMTHA
HaBUTaliusg U IpU CUCTEMUTC 3a YIPABJICHHUC U 3a



npeaaBaHe Ha JaHHU CTPEMEXBT € J1a C€ OCUTYPH
OTHOIIECHUE MEXKIy MOIIHCTTa Ha TIOJE3HUS
CUTHAJ M Ha COOCTBCHHTE IIIyMOBE Ha MPUEMHHUKA
ot cbeTaBa Ha BJIA ot mopsiapka Ha 15-20dB.
CpencTrata 3a pa3y3HaBaHE OT ChCTaBa Ha
BJIA pabotsr B pa3nudH{ YECTOTHU TUANIA30HU —
OT [eMus BUJWM CICKTHD (32 <«THCBHUTE»

BHJICOKAMeEpH), TIpe3 HH(padepBEHUS CIEKTHP
(rmaBHO B mmamazona 8-12 upum - 3a
vH(ppadYepBeHUTE W  JIA3ePHH  CpPEACTBa  3a

pasy3HaBaHe U IeJIeyKa3BaHe) 0 pajuoauana3oHa
(obukHOBeHHO OKOJIO 9-24 GHz, ¢ TeHaeHmMs 10
Hajg 40 GHz) [4].

BopnoBuTe  WM3uuciuTeNHA ~— MAIIMHW,
VIpPaBICHHETO Ha aBTONMIOTA, yCTPOHCTBAaTa 3a
apxusupane Ha mganaW U np. PEC or chcTaBa Ha
BJIA ca YyBCTBUTETHHM KbM BHCOKOCHEPTHIHU

CIICKTPOMAarauTHU BB3ICHCTBUS C pas3In4yHHU
9€CTOTH, 3aBHUCCIIM A0 ToOJlaMa CTCIICH OT
KOHCTPYKTUBHOTO HM HU3INBJIHCHUC — THUII Ha

MaTepuaia, FTeOMETPUIHH pasMepH U TIp.

OT H3IOXKEHOTO MOXKE Ja C€ HalpaBu
MW3BOJia, Y€ OIlEHKaTa Ha BB3MOXKHOCTHTE 3a
PaAMoENEeKTPOHHO TNpoTHBOAeHcTBUE Ha BJIA e
CJIOJKHA 33J1a4a, KaKTO Mopaay pa3HOOOpa3ueTo Ha

oopnoeute PEC ® Ha dYecToTUTE KOUTO T€
W3IMOJI3BAT, Taka W TMOpPaJW CIOXKHOCTTa 3a
TEOPUTUYHO TPOTHO3MPAHE HA PE3YyJITATUTE OT

MIPUITATaHETO HA €THU WIH JPYTH PaTHOCMYIIICHUS.
B o0mus ciryuait Moxe J1a ce IpeIIoIoKH, ue:

paarocMylieHneTo TpsibBa Ja € B
JIuana3oHa Ha padoTa Ha ChOTBETHOTO
PEC ma BJIA, T.. cpeacTtBoTo 3a
paareneKTpOHHO IIPOTUBOICHCTBHE
(CPII) TpsibBa pma MHOrokaHaiaHo (C
otneneH kaHan 3a Bceku Tun PEC Ha
BJIA, BHa XoWMTO ce Iend Ja ce
MPOTUBOJIEHCTBA),  KaTO  OTHEIHUTE
KaHAJIM J1a ca WIM C TOJ-KaHaIH, WIH
LIIMPOKOJUANIA30HHU 110 CIIEKThp WU J1a
ca C TpeHacTpoWBam ce paboTHH
YECTOTH;
OTYMTAWKM BHUCOKUTE CTOMHOCTH Ha
pabotautre uwectotn Ha PEC nHa BJIA
MOXE Ja C€  MPEAnoNioKH,  4e
(dbpeHenoBara 30Ha HAMA Ja BIHSC
CBIIIECTBEHO U MOXKE Jia ce IpeHeOperHe
JIOPU U aKO B pEajHU YCIOBUS MECHOCTTA
e cuHo mpecedeHa. OT ToBa ciieniBa, ue
PaIUEIeKTPOHHOTO IPOTUBOACHCTBHE €
B CBhCTOSIHHE J1a C€ OCBIIECTBH CaMO B
30HaTa Ha MpsKara BUIUMOCT MEBAY
BJIA u CPIL.
B  cwoTBeTcTBHE € TE3W  H3BOAHU
CIUHCTBEHUAT JOCTOBEPEH METOJ 3a OIICHKaTa Ha
BB3MOKHOCTHTE 3a paaroeNeKTPOHHO
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npotuBoaeiicteue Ha bJIA e upe3 HaTypHH
W3IUTBAHUSL.

MeTtoukaTta 3a MPOBEXIaHE HA HATYPHH
W3IUTBAHUS 32 OIICHKAaTa HAa BBH3MOXXHOCTUTE 32
paguoeNeKTPOHHO TpOTHBOJeHCTBHE Ha bBJIA
MpeJnoJiara HaJIMYMeTO Ha KOHKPETHa JieiicTBama
CPII u BxJtOUBA:

1. OcurypsBane Ha  OOCGKT  Ha
paaroeNeKTPOHHO TpoTUBOACicTBUE. B  Hail-
noOpust cinyvaii ToBa € peaneH BJIA 3a koiiTo
JKemaeM Jia OlEHHUM edeKTa OT Bh3JCHCTBHE Ha
nmanenata CPII. Ilpu numca Ha BB3MOXKHOCT 3a
ocurypsiBasHe Ha peaseH Tl bJIA e Bp3MOXXHO TOM
Jla ce 3aMEHH C MOJEN, ChCTOSIL CE OT POU3BOJIEH
BJIA o0opynBaH ¢ paAMOENEKTOPHHU CpEICTBa
M3IIOJI3BAHM OT PEaTHUsl WM ChC ONM3KH 10 TE3U
PEC xapaxtepuctuku. B To3m cinydait e
HE00X0AMMO MOJCIBT 1a € 000pyIBa CaMoO C TE3H
PEC no xouto CPII e nmpenBuaeHo aa Bb3ACHCTRA.

2. B 3aBucumoct OT UeauTe Ha
OpPTraHU3UPAHETO Ha PanuoeneKTpOHHOTO
MIPOTUBOJENCTBUE, C€ ONMPEIEIAT CTEIEHUTE KONTO
MIPEJICTABISIBAT MHTEPEC 3a OLCHsABaHe. B oOmus
cy4aii Te MoraT Jga ca Tpu — e(eKTHBHO
NPOTHUBOJICHCTBHE (HANp. IBJIHO OTCHCTBHE Ha
KOMYHHUKAIIUS WK HaBUTallMOHEHA WH(pOpMAIIKs),
YaCTHYHO TPOTHUBOACHCTBUE (HANp. OTCHCTBUE HA
KOMYHUKAIIAS WM HaBUTAIlMOHHA WH(OpMAanus B
Hag 60% OT BpemeTo) M ciiab0 MPOTHUBOACHUCTBUE

(Hamp.  OTChCTBME HA  KOMYHUKAIMs  WJIH
HaBuranmonHa wuHQopmamua B Hax 30% ot
BPEMETO).

3. Ompenens ce MOTEHITHATHATa 30Ha
3a Bb3aeiicteue Ha CPII Bepxy BJIA, kosTO
CHOTBETCTBA HA PA3CTOSHHUETO 3a MPSKa BHIUMOCT
Ha CPII, kato ¢ oruuTeHe Ha pedpakuuara ce
u3nomn3Ba gopmynara:

S =4,12*(* Hepy + * Hgja) (1)
KBJIETO:
S — 30Ha Ha nipsika BuAUMOCT Mexay CPII
u bJIA B kunomerpy;
Hcpp — BHCOYMHA Ha aHTEHHaTa cUcTEMa

Ha CPII B meTpy;
- Hgpa —Bucounna Ha mnoner Ha BJIA B
METpHU.
4. Ompenensr ce OITUTHO
MaKCHMAaJTHUTE 30HH 3a THITIOBUTE

MPOTUBOJCHCTBUA. 3a LIEeNTA:

4.1. CPIl ce pa3momara Ha paBHa
MO3M3MISI, WJIM HA TO3WIMS C PaBeH YYacCTHK B
JAJICH CEKTOp OCHUTypsBalll HYJEBU BIIH Ha
3aKpUTHE (32 M3KIIOYBAHE HA BIMSIHHE HA MECTHHU
MPEAMETH € MPENOPHUYUTEITHO TO3M yUaCTBK Ja €
moHe 60%).



4.2. BJIA ocbuiecTtBiBa IOJETH B
LEHThpPa Ha PaBHUA YYacTbK Ha pa3iIMYHU
BucounHu u pazcrosiausi oT CPII. HeoOxomumo e
BUCOUMHUTE U pascrosHuATa A0 CPII ma ca
TakuBa, 4e BbJIA na e B 30HaTa Ha MpsiKa BUAUMOCT
Ha CPIL.

43. IlpemopbuBa ce MIbpPBOHAYATHATA
BrcourHa Ha moineT Aa € 150-200 merpa. 3a Tazu
BHUCOYMHA C€ M3BBPIIBA OLIEHKA HA Bb3JICHCTBUETO
Ha CPII nmo npuetute B T.3 CTENEHHU 3a pa3IUYHU
Pa3CTOsSHUA, KaTo ce NpenopbiyBa M3MEHHUETO Ha
pa3CcTosSHUATA Ja 3all04He OT MAaKCUMAaJHOTO (T.€.
30HaTa 3a TpsAKa BUAUMOCT 3a CBHOTBETHATA
BHCOYMHA Ha TOJIET) U Ja € ChC CTHIIKA PaBHA Ha
0.1 ot Hero.

44. Axo CTEIIeHTa Ha
pannoeneKTPOHHO MPOTUBOICHCTBHE e
,,6(DEKTHBHO* OIle Ha pPAa3CTOSHUETO 3a IMpsKa
BUAMMOCT 3a IIbPBOHAYaJHATAa BHCOYMHA Ha
MoJIeTa, TO eKCIEPUMEHTHTE 3a Ta3d BUCOYHMHA CE
MpeycTaHOBABAT W  CE€  IpEMHHaBa  KbM
EKCIIEPUMEHT 3a CclIeABaIIH BUCOYMHU.
[IpenopbuBa ce cieaBamiuTe BUCOYMHHU Ha IMOJET
Jla HapacTBaT /IBa IIbTH CIPSAMO MPEAHIIHATA.

4.5. Axo CTEIEHTa Ha
PaIMOCIIEKTPOHHO MIPOTUBOICHCTBUE e
,»9aCTUYHO, OIlle Ha pA3CTOSHHUETO 3a TMpsKa

BUJUMOCT 3a CbOTBETHATa BUCOYHMHA Ha IOJIET, TO
eKCIepUMEHTHUTE 3a Ta3u BUCOYMHA IPOABIIKABA
ype3 HaMaJsBaHE, a Clie]] TOBA Ype3 YBEIMYaBaHE
Ha paszcrosiHueto mexay bJIA u CPII cve crenku
paBar Ha 0.1 OT MBPBOHAYATHOTO PA3CTOSHUE IO

JIOCTUTaHE CHOTBETHO Ha »C(PEKTUBHO
MPOTUBOCHCTBUE W ,,CI1a00
MIPOTHBOJICHCTBHE" .

4.6.  Axo Te3u e)eKTH HE Ce IOCTUTHAT

B 30HATa 3a MpsKa BUAUMOCT 32 Ta3W BUCHYMHA CE
IpeMUHaBa KbM TMOJET Ha cle/Balla BHUCOYMHA.
IIpenopbuBa ce T Aa € ABa BT OT IIPEUIIHATA.
B pamkuTe Ha TO3M TOJET c€ M3BHPIIBAT
onepanuute onucanu B T. 4.3, 4.4 u 4.5.

4.7.  llpomenmypaTta mpombDKaBa [0
JIOCTUTaHE HAa MaKCUMAJIHM BMCOYMHM Ha IIOJeTa
06a BJIA wnm ako pe3ynTaTuTe ce mpHeMaT oOT
NOTpeOuTEeNs 3a TOCTaThYHM (HANp. aKo Ha JaJeH
eTan pejHaTa 30Ha 32 MaKCHMAJIHO e(eKTHBHO
MPOTUBOJACHCTBHE € TOCThYHA U HE € HEOOXOAMMO
Jla ce OIIeHsABA C KOJKO TS OM MOrja Ja HpeBUILN
’KeJaHaTta OT IMOTpeduTens 30Ha 3a e(EKTHBHO
MPOTUBOJEHCTBHUE).

48. llpm HE00XO0IUMOCT, 3a
[OBUIIIaBaHE HAa TOYHOCTTA Ha OLICHKATa Ha 30Ha 3a
MaKCUMaJIHO €(EKTUBHO INPOTHBOJCHCTBHE IO
pascTosiHMEe W/WIM BHUCOYMHA € BB3MOXKHO B
TpaHUYHHUTE 30HU Ha MPEXoA OT eJHa KbM Apyra
CTENEH Ha Bb3/ACHCTBUE EKCICPUMEHTHUTE [a Ce
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MIPOBEKAAT C HAMAJISBAIIH CTHIIKH, JI0 OMPEIEISTHE
Ha TPaHUIIMTE 32 TPEXOJ C )KeJlaHaTa TOYHOCT.

5. OmnpenensHe Ha peaHUTE 30HU 32
MIPOTUBOJICHCTBIE B peaiHu yciaoBua. OUeBUAHO
3a BCSAKAa BUCOYMHA Ha MOJIETa TE3W 30HU Ca PaBHU
WM TO-MaJKu 0T MakcuMaiHute. HamansBaHeTo
ce JBIDKM Ha peaJHUTe OOCKTH HaMHpalld ce
mexay mnosumusta Ha CPII um BJIA, xouto
Ch37aBaT ONpEACNIEHH BIVIM Ha  3aKpHUTHE.
Onenkarta Ha eQeKTa OT PEeAHOENICKTPOHHOTO
MPOTUBOJEHCTBUII B  pealHd  yCIOBUS  ce
o0JeK4YaBa 3HAYUTEIHO TIIPH H3MOI3BAHETO Ha
€JIEKTPOHHA KapTa Ha MECTHOCTTa. B To3u ciyuai
MpoLieAypaTa e KaTo clefBa:

5.1.  OmpenensT ce pelHUTE 30HUTE 32
mpsKa BUAUMOCT B Pa3IUYHUA a3UMYHTATHU
HaIpaBleHHUs 32 Pa3IMYHU BUCOYMHU HA TOJIET Ha
BJIA. IlpenoppuBa ce cThIIKATa 3a ONpEAEISTHE Ha
HarpaBlieHUATa To asuMyT aa € oT 10 rpamyca,
KaTo BKIIIOYBA 3aJbJDKUTENHO HANpABJICHHATA Ha
BCUYKH MECTHHM TpeAMeTH TnpeBumasamy S0
MeTpa ¥ HaMHpAaIlX Ce Ha pa3CTOSHUSA Haja 1 KM. OT
nosunuara Ha CPIIL, unu mpeBuinaBaniy aHTeHaTa
Ha CPII u mammparu ce Ha pa3cTosHUE Moy 1 K.
OT HEro.

5.2. CpaBHABaT ce€ pEIHUTE 30HU 3a
Mpsika BUIMMOCT B CHOTBETHUTE HAIpPaBICHUS U
BHCOYMHU C MAaKCHMAaJHUTE 30HU 3a THUIIOBUTE
MIPOTUBOJICHCTBUS TONlyYEeHH II0 Mpoleaypara
omucaHa B T.4.

5.3. TIlo-mankata oT JBeTe 30HH IO
1.5.2. ompenens peajdHaTa 30HA 3a NAJCHUS TUI
MIPOTUBOJICHCTBIE B JaJIeHO HaIpaBlieHHE 3a
JajieHa BUCOYHUHA.

Ha ®wr.]l e nokazaHa onuTHaTa
MOCTAHOBKA 32 OIEHKAa Ha BH3MOXKHOCTUTE Ha
CPIl pazpadoreno or WMMCTLXA-BAH 3a
paguoeneKTpOHHO TpoTuBojciicTBue Ha BJIA ot
THII ,,KBAJPOKOITEP®.

Ouensanoro CPII e mpemnasHaueHo 3a
HapymaBane Ha GPS npuemuunka Ha BJIA. 3a ToBa,
B CHOTBETCTBHUE C T. 2 OT MPEJIOKESHATA METOTUKA

ce Tpue, Ye WHTepeC MpEJCTAaBIIsABA OLCHKATa Ha
30HaTa 3a e(hEeKTUBHO NPOTUBOJICHCTBHE.




Que. 1. Ilozuyusa 3a pasnonazane Ha cmymumen Ha
camenumHa KOMYHUKAYus

[Ipue ce cwpmoO Taka, uye 30HA Ha
e(eKTUBHO MTPOTHUBOJICHCTBHE OT €ANH KUIOMETHP
YAOBOJIETBOPSIBA TOTPEOUTENST W TIPH HEWHOTO
JIOCTUTAaHE HE € HEeOOXOIUMO IPOJbJDKaBaHE Ha
EKCIepUMETUTE 3a ompeensiHe Ha
JIEUCTBUTEIIHUTE U Pa3MEPH.

B cvorBerctBHE ¢ T. 3 W T. 4 oT
MpeaoKeHaTa METOIMKa Oelie n30paHa TO3UIIUs
B paiioHa Ha kB. [opyOmsHe. Pesynrarure or

JNEHCTBUETO Ha CMYTHTEN C€ PEerucTpupar
BH3yaJlHO M Ha MyiTa 3a ympasieHue Ha BJIA.
BusyanHo, mnpu nojaBsiHE Ha  CaTEIMTHUS

npuemHuK Ha BJIA, ce HaOmromaBaie HEyCTONYNB
MOJIET ¢ MPOMSHA Ha BHCOYHMHATA U IOCOKAaTa
monera. Ha mynra 3a  ympaBieHue
HaOo/1aBamie mpomsiHa Ha craryca (OposT)
CIbTHULIUTE, OT KOWUTO CE€ IIOJy4aBa CUIHAIL
MOMEHTa Korato ce (Qukcupamie mnoJaBsHe
CaTeJIUTHUsI IPUEMHUK MECTOIOJI0KEHUETO
BJIA ce ompenpensmie Mo peagHUTE TAHHUTE
mojyiera (BUCOYMHA, HANpaBJICHUE, PA3CTOSHUE U
Ip.), n300pa3siBally ce Ha MyJTa 38 JUCTAHIIMOHHO
ynpasieHue.  Taka ~ CHeTHTE  JaHHU  C€
peructpupaxa B TaONWYEH BUJA U B IOCIEICTBUE
0sixa aHaNIM3MpaHW OT CeKCIEePTHUS EKHIl Ha
UMCTIXA.

BusyanHo, npu nopaBsHE Ha CaTEIUTHUS
npuemHuk Ha BJIA, ce HabmioxaBalie HeyCTOWYNB
[I0JIET ¢ NPOMSHA Ha BUCOYMHATA U IIOCOKaTa Ha
nojgera. Ha mynra 3a  ymnpaBineHue — ce
HabmrofaBamie mpoMsiHa Ha craryca (OposAT) Ha
CI'bTHHULIUTE, OT KOUTO CE MOJTy4aBa CHUTHaJ.

B wMomenra koraro ce (¢uKcHpaiie
[O1aBsSIHE Ha CaTEeIUTHHS MIPUEMHUK
Mectonoyiokenuero Ha BJIA ce ompenensmie 1o
peamHUTe JaHHUTE 3a TMojeTa (BHUCOYMHA,

HaTIpaBJICHUE, Pa3CTOSHUE W JIp.), U300pa3siBaiu
ce Ha IyJTa 3a JUCTAaHLMOHHO yrpaBieHue. Taka
CHETUTE JJAHHU CE PErUCTpUpaxa B TAOIUYEH BUIL.

B pesynrar oT ekecnepuMmeHTa Oerue
KOHCTaTHpaHO, Y€ IPH BUCOYMHHU Ha noset Haj 20
metpa GPS cucremarta Ha BJIA ry0u Bpb3Ka ChC
CII'bTHKOBUTE KOMIIOHEHTH U JI€TAaTENHMs amapar
[IPEMUHABA KbM HEYINpPaBJIsieM CHI)KaBalll Ce I10JIeT
C TOCJIEeBAIIO PU3EMABAHE.

[Ipu Bucounnn Ha moset 10 20 M. 30HaTa
3a momaBsHne Ha GPS cucremara nHa BJIA ce
M3MEHALIE IOYTH JIMHEMHO, KaTo CKOpOCTTa Ha
HeliHoTO HapacTBaHe Oemie okono 300 merpa 1o
pascrosinue 3a S5 meTpa BucouuHa. Ilox 5-7 merpa
BHUCOYHMHA Ha TIOJIET Ha JIpoHa HE ce HalmojgaBa
MoJaBsHE Ha CIIBTHUKOBaTa My cCHCTEMa 3a
HaBUTAIIHS.
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Peanuute 30HU 3a e(heKTHUBHO
MIPOTUBOJICHCTBUE OsXa OIIEHEHU IMPHU XUIIOTEe3a 32
pasmonarane Ha CPII otHOBO B paiioHa Ha
kB.I'opyOistHe, HO B palloH ¢ HamAuue Ha

BB3BUILICHUS OT MECTHU npeameru. llpunaraiiku
MeToAuKara onucana B T. 5. [lpu mo3unmonupane
na CPII B paiiona Ha kB. ['opyOmnsHe ce momydnxa
pe3yatature nokazanu Ha Gur.2 u Owur.3.

Due.2. 30Hu 3a nodassiHe npu GUCOUUHA HA
nonema na BJIA 20 m u 50 m

@Duz.3. 30nu 3a nodassne npu BUCOUUHA HA
nonema na BJIA 100 m, 200 m u 500 m

3. 3akiaouenue

B martepunana e npeasio)keHa METOJUKa 3a
OPOBEKAaHE HA HATYpHH W3MUTBAHHUSA C I
OIIEHKa Ha BB3MOXKHOCTHTE 32 PaTUOCICKTPOHHO
nporuBoneiicteue Ha bBJIA. Meronukara He
BKJIIIOYBA  M3UYHUCISBAHE HAa  CHEPreTUYHUTE
CHOTHOIIEHHUS ,,CMYIIIEHNE/TIONIe3€H CUTHAI KaTo
0a3a 3a mpenBapUTENHA OLIEHKA Ha MMOTEHIIMAIHATA
30Ha 3a TOAaBsHE Ha OOpAOBUTE MPHEMHHIM Ha
GPS or PEC. Ilprunnara e B pa3nnyHara cTereH
Ha 3alWTa Ha pPa3JMYHATE THIIOBE OOPAOBU
MPUEMHHIIM, HAKOM OT KOWTO Ca B CHCTOSIHUE Ja
(yHKIMOHUpAT B YCJOBUSITA HA ,,IOAIIYMOB”
pexuM. Bbripekn TOBa, MO MPUHIAIT MOXE Ja Ce
mpueMe, 4Ye Tph OTHOIICHHWE ,,[ITyM/TIOJIe3eH
curtair”’ Hag 30dB u nomnajaHe B 4eCTOTHUS KaHAII
Ha OopnoBus PEC, BB3meicTBHETO € ePeKTHBHO
(PEC e HamreJIHO TIOJTaBEH).
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I'PAACKA ABUALTUOHHA MOBUJIHOCT

Pestome: Coiyecmeaysawume 6 momenma Ilnanoge 3a Yemoiiuusa I paocka Moounnocm e
npeosuxscoam MepKi 3a CIUMYIUPAHe Ha No-0bP30Mo 8b8eXHCOaHe HA e1eKMPOMOOUNU, HA
ABMOHOMHU ABMOMOOUNU U NEPCOHANHU ABUAYUOHHU Npeso3Hu cpedcmea. Pasenedcoa ce
Pazeumuemo Ha NbMHUYECKUs U MOBApeH MpPAHCNopm 6 2padcKume u KpauepaocKume
30Hu. Pesynmamume om u3cied8amemo wje ce u3Noa3eam 3a WIAHUPAHe HA YCMOudued
2paocka MoOUIHOCM,; OCUSYPABAHE HA NBIMHA U MPADUK UHDOPMAYUA, HUCKOEMUCUOHHA
Jo2ucmuKka;, 0voewy UH@GPACMPYKMYPHU  MPEJICU, GKIIOUUMENHO U NIAHOGe  3d
nooobpsasane Ha eKoNo2UYHAMA 0OCMAHOBKA.

KiaouoBu AyMHU: 2pa()c;<a asuayuoHHa M06uﬂH00m, nepCcoHalInu Oe3nunomnu 1emamentu
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URBAN AIR MOBILITY

EORGI GEORGIEV, PETAR GETSOV, NIKOLAY TULESHKOV, DIMO ZAFIROV

Abstract: The current sustainable urban mobility plans do not provide for measures to
stimulate more rapid introduction of electric cars, the autonomous cars and personal
aviation vehicles. The development of passenger and freight transport in urban and peri-
urban areas is object of the research. The results of the survey will be used for the planning
of sustainable urban mobility; providing road and traffic information; ecological logistics,
future infrastructure networks, including plans to improve ecological environment.

Key words: urban air mobility, personal drones, urbanization, personal aviation vehicles
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1. BnBenenne

Camo B EC TPAHCIIOPTHUTE
3apBbCTBAHUS TOHACTOSIIEM CTPYBaT IOYTH
100 munmapaa espo rogumiHo [1]. ToBa e camo
MaTEpUATHOTO U3paKeHHE Ha
HECHBBPIICHCTBATA B ChILECTBYBAILIUTE
TPaHCIOPTHU cucTeMu. OT MHUUAEGHTUH C
aBTOMOOMJIM B cBera 3armBar Haxg 125 000
yoBeka roauvmHo. Jlopy M 1pu Herojgemu
pascTosiHUS ce TyOsT YacoBe 3a MpPHJIBU)KBaHE
70 pabOTHOTO MSICTO U 710 JoMa. Bcuuko ToBa
CWJIHO BJIOIIaBa KaY€CTBOTO Ha >KUBOT, I1OPAIU
KOETO C€ TBHPCAT AJITEPHATUBHU TPAHCIOPTHU
pelieHus, 0Opu KOUTO Ja Cce€ H3M0JI3Bar
OpPraHU3aLMOHHU U TEXHOJOTUYHHU NHOBALUHU.

Hacenenuero Ha cBeTa ce KOHIIEGHTPUPA
B rpagosere. OuakBa ce 80 % ot xuBeewuTe
Mo CBeTa AeBeT Muiauapiaa aymu mpe3 2050 r.
na 06I/ITaRaT rparckure R0HU. MHOTO 0T

rpaJioBeTe TPYAHO CE€ CIPABIT ChC COIUAIHU U
€KOJIOTHYHHU TPOOJIEMH, KOUTO ca B pPE3yiTaT
Ha TIpeHacenBaHe, OENIHOCT, 3aMbpCsBaHE U
Tpaduk. 3aTOBa OCUTYPSIBAHETO Ha e()EKTHUBHA
MOOUITHOCT B TPAJCKUTE PAaHOHH € KIHOYOBO

MPEeIM3BUKATEIICTBO 32  OBJEHIOTO UM
pa3BUTHE.
2. CbcTosiHMe Ha rpajackara

MOOMJIHOCT

[IpoyuBane Ha ,,EBpoGapomeTsp* coun,
ge 9 or 10 xwmremm Ha EC cmgrar, ue
MOJIOKEHHETO ¢ Tpaduka B TsIXHATa 30HA Ha
obutaBaHe TpsiOBa ga ObIEe ONTUMHU3HPAHO.
Konnenmusra 3a ycroiiunBa MOOMIIHOCT OTHBA
Mo-Jlajied OT CIpaBSHETO C MpoOJIeMHUTE C

Tpaduka U BB3MOXXHOCTHUTE 3a
TpaHCTIOpTHpaHe. TS wWMa W  TO-IIMPOKO
3Ha4YeHHEe, KOETO BKIIOYBA CBBP3aHOCTTA

MEXKAY PETrHOHUTE U JOCTBIIHOCTTA UM BPBh3KaTa
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Ha HACEJICHUTE MECTa C TpaJCKUTE LIEHTPOBE,
IpaJCKOTO TIUIaHUpaHe M HH(QPACTPYKTYpa,
TeMIIa HAa MKOHOMHMYECKAa AaKTUBHOCT U Ha
KUBOT Ha rpaxnaaHute. ['paackure 30HH ca
JKU3HEHOBOXKHM 32  KOHKYPEHTHOCTTa U
YCTOHYMBOCTTA Ha €BpOIEHCKaTa TPaHCIOPTHA
CUCTEMA,

B momenta no usuckBane Ha EC 3a
BCSIKO  TO-TOJIIMO  HACENEHO  MSCTO  Ce
paspabotBar IlmanoBe 3a YcroituuBa ['paacka
Mobumroct (ITYIT'M), karo NOIUTUKUATE U
MEpPKUTE B TAX TpsOBa Ja BKJIIOYBAT CIEIHOTO:

* Bcuukm BugoBe u ¢dopmMu Ha
TPaHCIOPT

* [{sanara rpazacka armomepanus

* OOIIeCTBEH U YacTeH

* [IbTHHYECKHU U TOBAPEH

* Moropu3upaH U1 HEMOTOPU3HPAH

* [IpemecTBaHe 1 mapkupaHe

* Mob6unHocT BpaTa J10 BpaTta

OcnoBen Hegocrarbk Ha ITYVIM e, de
ca KpaTKOCPOYHHU M B TSX JIMIICBA JBJITOCPOYHA
BH3HS 32 Pa3BUTHE HA IpaJickaTa MOOUIHOCT C
M3II0JI3BAaHEC HA BB3HHUKBAIIMTE TCXHOJIOTHU.

I'papoycTtpoiicTBeHUTE TUIAHOBE OKa3Bar
BJIMSIHUME HA PAa3BUTHETO HA HACEIICHUTE MECTa
JECETUIIETHS cien MIPUEMAaHETO u

U3MBIHEHUETO UM, HO B MOMEHTa (C peaKu
I/I3KJ'HO‘~IGHI/I$I) B TAX HEC CC npenBHmna, gc B
Hali-CKOpO BpeMe 1€ 3alo04YHE€ MacoBO
M3II0JI3BAHC Ha eﬂeKTqueCKH U aBTOHOMHHU
aBTOMOOMIIM, KakTO W Ha OE3IMUJIOTHH
BB3AYLIHM TPAHCIOPTHU cpencTBa. Tosa mie
JOBEZI€ 10 TPYAHOCTH MPHU pEaTU3UpPaAHETO Ha
C€KOJIOTUYHA 1 UKOHOMHUYHA yCTOfI‘IPIB& l"pa)]CKa
MOOUJIHOCT.

3. Uneanusupan moges Ha Obaeina
HHTEJUTeHTHA rPaICKa MOOMJIHOCT

Ilopaqu  OBp30TO  pa3BUTHE  Ha
TEXHOJOTUUTE € TPYyJHO € Ja C€ NPEeABUAN
KakBU IIe ObJaT BCHYKU HYXKIU Ha KUTCIUTE
Ha rpagoBere cien 10 — 15 roaunu, HO €
HE00X0AUMO na U3rpaIuM HayvajeH
UICUTN3NPAaH MOJIENI HAa YCTONYMBO pa3BUTHE
Ha Tpajickata MOOMJIHOCT, KOWTO Jla OINpeneu

W3UCKBaHMUATA  KbM  I'PajOyCTPOWCTBOTO,
OpaeumTe TPAHCIIOPTHU cpeacTtBa U
YIPaBJICHUETO Ha JBUKEHUETO. 3a

HU3TPAXKIAHCTO MY OCBCH YPE3 TPAAUIIUMOHHUTEC
MCTOOHW Ha IPOTHO3UpPAHEC, KAaTO aHaJlu3u Ha
HUCTOPUYCCKOTO PAa3BUTUC U Ha aHKCTUPAHCTO,

TpsiOBa /1a ce U3I0JI3BaT U Hall-HOBUTE METO/IH,
HalpuMep  NpOeKTHpaHe Ha  ObJeleTo
(popcaiir amamm3) [2, 3, 4]. OcBeH TOBa
UHTEJIUTEHTHUTE  CHCTEMHM  3a  TIpaJicKa
MOOWJIHOCT TpsiOBa Ja ce pas3riexaar KaTo
KJIIOYOBM TIOJCUCTEMH Ha WHTEIUT€HTHUTE
rpajgoBe [5], KOUTO MIE OCUTYpsIBAT BUCOKO
Ka4yeCcTBO Ha )KUBOT HA JKUTEIIUTE CH.

Hauvanmen wneanmusupan wmonaen  Ha
YCTOMUYMBO pa3BUTHE Ha rpajgckara MOOMIHOCT
TpsiOBa /1a € TMHAMHUYEH U J1a c€ OOHOBSIBA IIPE3
KpaTKH [EepHUO/IH, 3a J1a € aIeKBaTeH Ha ObpP30TO
TEXHOJIOTUYHOTO pa3BUTHE M HYXIWUTE Ha
noi3BarenuTe. B MoMeHTa KOHUENIMH 3a
BB3/yIIHA TPajicka MOOWIIHOCT ¢ OE3MMIOTHU
nerarennu  amapatu  (BJIA)  paspaborBar
Airbus, NASA, Boeing, Uber u npyru Bojemu
KoMIaHuu, karo mpe3 2017 r. 3amouHaxa u
TECTOBE B I'PAJCKU YCIOBUS.

Karo paagukanHo pemeHue 3a Ob1emara
rpajicka MOOWJIHOCT MOXE Ja ce pasriezaa
Bb3MOKHOCTTa 3a H3noi3BaHero Ha 3D
IPOCTPAHCTBOTO, BMECTO peanHo
U3I0J3BaHOTO B MoMeHTa 1D, toect na ce
U3IOJI3BAT NMPEBO3HU CPEACTBA IPEIBHKBALIU
cE BbB Bb3/yXa.

Ja pasriaenaMe ujaeanusupad MoAeN Ha
rpajicka MbTHUYECKAa MOOMIIHOCT, O6a3upaHa Ha
W3MOJ3BAaHETO Ha TIEPCOHATHU OE3MIIOTHU
nerarennu amapatu ([IBJIA).

Karo ocHOBHM HavanHW HW3WCKBaHHS B
MoJieIa Morar Jja ce 3aJ10Kar:

3a TmoOCTMTaHe Ha HHUCKH Pa3Xoau
IPEBO3HUTE CPEJCTBA J1a ca COOCTBEHOCT Ha
KOMIIAaHUM 3a YCIyTd, KOUTO Jla OCUTYpsIBaT
HeoOxonumute IIBJIA TO4YHO HaBpeme 10
3asBKa Ha KJIMEHTa, Ipe3 BCAKO BpeMe Ha
JIEHOHOIIIMETO U npu BCSKAaKBH
METEOPOJIOTUYHU YCIIOBHS (C M3KIIOYEHUE Ha
Oypm). IIpeBo3uTe na ce M3BBpUIBAT OT Bpara
JI0 BpaTa, KaTo BPEMETO 3a I'bTYBaHE Ja € 10
€IMH 4Yac Tpu YyciaoBus Ha KoMpopT u
CBBP3aHOCT, OJU3KM OO TE3U y JIOMa WM B
opuca. besomacHocTTa Ha TONETUTE Ja €
OnM3ka [0 HUBaTa Ha 0e€30IacHOCT Ha
NWIOTUPAHUTE ABUAIMOHHU TPEBO3M, WIM 1A
ru HajBuiasa. Llenure 3a mpeBo3ute Aa ca 1o-
HUCKH, OTKOJIKOTO INPH H3IOJI3BaHE Ha JIMYHU
ABTOMOOMIIH.

KBM rpagoycTpoicTBOTO M3UCKBAHUATA
me ObJaT: KUIMILATA U KWIUILHUTE palioHU
J1a TIO3BOJISIBAT O€3MPENATCTBEHOTO U3JIUTAHE U
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kanane Ha IIBJIA, kakTo M &1a ©Ma JETUIIHHU
IUVIOIAJKK  3a  TAXHATa  CKCIJIoaTallus.
O4akBaHOTO HaMaJIIBaHE Ha IUJIOIIUTE 3a
VJIMIM W ITHUINA TP MAacOBO H3IOJI3BaHE Ha
IIBJIA nma ce m3moisBa 3a 30HUM 3a OTAUX U
CIIOPT.

[IBJIA TpsibBa nma € BEPTUKAIHO
M3JIWTAIl H  Kauam, 3a n30greaHe Ha
HEOOXOAMMOCTTAa OT IIMCTH 3a W3JIUTaHE U
kamane. Jla e pocrarpyHO Oe3mymeH, 3a Ja
MOXE JIa U3JIUTa U Kalla B )KWJIUIIHU PaiOHU 110
BCSIKO BpeMe Ha JeHoHommero. Jla mMoxe naa

M3BBpPIIBA  MOJET C  HPOABIKUTEIHOCT
MUHUMYM 2 yaca 0e3 3apexaaHe, Ha
muctanimu 1o 100 kM, mpu  Kpeiicepcka

ckopocT Hax 200 xkm/4. [la uma Hyna BpeaHU
E€MHUCHU.

VYnpaBneHueTo Ha BB3/IYIIHOTO
JIBUKCHHE TpsOBa Ja TO3BOJIsIBA Oe30IMacHu
nosietd Ha ronsaMm Opoit IIBJIA mo ontumanuu
(Mo BpeMe WM MKOHOMHYHOCT) MapupyTH. To
MOXKe Ja ce Oasupa Ha pa3paboTBaHHUS B

MOMEHTA MOJIEJI 3a JABWXenme 1o 4D
TPACKTOPUH 3a NWIOTHPAHUTE JICTATCIHU
amapari.

Ha 0azarta Ha Te3u U3UCKBAaHUS MOXeE J1a
ce HampaBu QopcallT aHaIHU3 32 HEOOXOAUMOTO
pa3BUTHE Ha OTACITHHUTE TMOJACUCTEMU Ha
IpaJCKusl BB3IYyLIEH TPAaHCHOPT, Ha Oa3ara Ha
KOKITO Jia ce ch3AaJe M MMbTHA KapTa 3a eTarnure
Ha peasTu3uPaHeTo My.

4. IIpumep 3a n3noassane Ha [IBJIA

Paszrnexpame  kato  mpumep  3a
u3non3BaHe Ha IIBJIA  armomepanmonHus
apean  Ha  rTpanm  I[lnoBnus. Crnopen

Hannonannara KoHuenuus 3a NpoCTPaHCTBEHO
pazButne 3a mnepuoma 2013 — 2025 .
pa3BUTHETO TPSAOBaA /1a c€ U3BBPIIBA IO MOJIENA
,»YMEPEH MOIUIEHTPU3BM — ¢ur. 1

e \:k""'”” 8 W
®ur. 1 Monen Ha pa3BUTHE ,,yMEPEH
MOJULEHTPUIBM

Ha ¢ur. 2 e pamena xapra Ha
TPaHCIIOPTHATA JOCTBITHOCT — TOECT 30HAaTa OT
KOSITO MOXKE Ja C€ HM3IO0JI3Ba KBaaupuIpaHa
paboTHa pBKa B 3aBUCHMOCT OT BPEMETO H
pasxoauTe 3a IbTyBaHe. Bpemero 3a mbTyBaHe
B TE3W 30HM € OTYETeHO 03 HAIMYMEeTO Ha

T =

3aApbCTBAHUS.

'}

=5 Vi N i
HKIP npocrpa MOAEN Ha TPANCNOPTHATA AOCTBANOCT
5o e = s s e s 205

s mgrpuse: A,

e —

®ur.2 TpaHcnopTHa JOCTHITHOCT

Ha ¢wur. 3 e magen apeana Ha rpaga c
pamuyc 100 kM 3a W3MOJ3BaHE  HA
KBaJIM(HUIIMPAH ITEPCOHAN, IPU BPEMETPACHE Ha
ITbTYBAHETO B €]IHA MIOCOKA JI0 TIOJIOBUH Yac.
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H3non3sanero Ha IIBJIA ocBeH, ye e
OCUTYPU HaJIMYUETO J0 MHOIO IO-TOJsIM Opoi
CHEIUAUCTH, e HAMAJId U 3aJApbCTBAHMATA,
HpI/IqI/IHeHI/I OT HM3IO0JI3BAHCTO Ha TOJIsIM 6pOf/'I
aBTOMOOWJIH.

5. 3akaiouenune

B 3akimroueHue Moxke na ce 00001, e
OCUTYpSIBAHETO Ha  TpajcKka MOOWIHOCT,
ocHoBaHa Ha wusnoi3BaHero Ha IIBJIA me e
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peanu3yeMo Ol B CIIEABALIOTO JECETUIETUE U
€ HEOOXOMMO J]a Ce OTYHTA Ta3H BH3MOKHOCT
OpU  peaqu3supaHeTO Ha  IUIAHOBE  3a
UHTEIMUTCHTHH TpajoBe M 32 YCTOWYMBA
rpajcka MOOMIIHOCT.
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_ AHAJIA3 HA OPTAHU3ALITMOHHHUTE
JAEMHOCTUTE ITPU 3AMAHA HA BAI'OHUTE C
MOTPHUCHU 3A BJIAKOBETE B I'APA IIVIOB/IUB

WJIKO THPIIOB, CUJIBUS CAJIAIIATEBA

Pe3tome: B odoxnada we 6v0e Hanpaeen aHaiu3 HA MOMEHMHOMO CbCMOsAHUEe HA
opeaHu3ayuoOrHHume delinocmu no 06pa60mi<ama HA nvmHU4YecKume e61aKoee om u 3a capa
Ilnosous u uszevpuieaneno Ha ediceOHesHUme OeliHoCmu no noducmeane, exunupawe u
mexHu1ecKko 06CJZyJIC6aH€ HA NOOBUNCHUSL CbLCMAS. Hl@ 6v0am nocouenu u Hosume
npe()u36u1<ameﬂcm6a npu 3admMeHsaHeno Ha 6d2oOHume ¢ MOmMpUCHU 611dKO6e.

KawuoBu nymu: opeanuszayus, oopabomxa, 6a2oHu, MOMpPUCU, 81AK08e, AHANU3

ANALYSIS OF THE ORGANIZATIONAL
ACTIVITIES FOR THE REPLACEMENT OF
WAGONS WITH MOTORCYCLES FOR TRAINS
IN RAILWAY STATION PLOVDIV

ILKO TARPOV, SILVIYA SALAPATEVA

Abstract: The report will analyze the current status of the organizational activities on the
processing of passenger trains from and to Plovdiv station and the daily activities related
to the cleaning, equipment and maintenance of the rolling stock. The new challenges of

replacing wagons with modular trains will also be mentioned.

Key words: organization, processing, wagons, railcars, trains, analysis

1. BnLBeaenne

Pa3BuTHETO HA KENE30MBTHUS TPAHCIIOPT B
bovirapust Haara, CbBMECTHO ¢ PEKOHCTPYKITUATA U
MOJIEpHU3AINATA HA JKEJe3HUS BT, 1 CE€ U3BBPIIH
U LSJIOCTHA MOAMSIHA Ha TSITOBUS MOJBHKEH ChCTAaB.
ToBa u3MCKBaHE ce ompenens OT HAIMYHETO Ha
(hM3MUeCKn W MOpPATHO OCTapely JIOKOMOTHUBH U
BaroHd, OT T[OBULICHUTE  H3UCKBAHMUS  Ha
nacaxepure, OT TIONOOpsBaHE Ha CHEprUifHaTa
e(EeKTHBHOCT W HE Ha TOCICIHO MSCTO OT
EKOJIOTHYHUST aCMEKT Ha KeJIE30ITbTHUTE MPEBO3H.

CwhriacHo BMKIAaHETO Ha HapodHa paboTHA
rpyna KM MUHHCTEPCTBOTO Ha TPAHCIIOPTa
WHPOPMAITMOHHUTE TEXHOJOTHH U CHOOIICHUATA U
W3JIE3INTEe HAyYHW NYyOIMKAIMKA IO TO3H BBIIPOC
[1], oOHOBsBaHETO Ha TOABMKHUSA MapK IIE Ce
OCBIIECTBH Ha JBa €Tara, KaTo Mpe3 IbpPBUS €Tall

me ce goctaBsaT 41 Bmaka go kpas Ha 2023 1., a
mpe3 BTOpwst etam - 45 no xpas Ha 2028 .

Tazu aMOHuIIno3Ha mporpama Ha
MPaBUTENICTBOTO Hajlara ga ce oObpHE BHUMaHHE U
BBPXY OpraHu3anusTa Ha pabota B IICHTpalIHa rapa
[TnoBOMB M CBBP3aHHUTE C EKUIUpPAHE, Mperien M
peMOHT 000coOeHu Jema W moctoBe. HOBHSAT
MOJIBMKEH CHCTaB M1 M3UCKBA Hapea C 00y4eHUe U
npeKkBaTU(UKAM HA KaApUTe Ia Ce MPOMEHH H
mooOpu KakTO OpraHu3aIusaTa Ha paboTa, Taka H
nmpuiexkanara nHPPacTpyKTypa.

2. AHaJM3 HA BJIaKOBaTa padoTa u
AeliHOCTHTE 1O 00paboTKa HA
’bTHHYECKHTe cheTaBu B rapa Ilinosaus

C neun U3BBPIIBAHE HA KOPEKTEH aHAIMU3 Ha
BIaKoBaTa paboTa mie ObJe M3MON3BAH AKTYATHHS

Copyright © 2018 by Technical University of Sofia, Plovdiv branch, Bulgaria
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rpaguk 3a IBW)KEHHE Ha BIIAKOBETE B CHJIA OT
17.12.2017 r. no 16.12.2018 r.

2.1. AHasin3 Ha BJIaKoBaTa padoTa B rapa
IInoBaus

Ot rapa IlmoBauB mo Hactosmus Tpaduk
3amuHaBaT 74 Bmaka. Ot Tax 17 Opp3m u 2
MeXIyHaponHu Biaka. Ot Bcuukd 19 0bp3u Biaka
camo 3a 4 rapa [lnoBmuB e oTmpaBHa, a 3a
octaHanute 15 IlnoBauB ce siBsIBa mocpeaHa rapa.
Ot ocranamuTe 55 THTHHYECKHM BIaka camMo 1
mpuctura ot  CBWIEHTpax ¥ NPOABIKaBa
nBmkeHnero cu g0 Trapa CenremBpH, a 3a
ocrananure [lmoBauB e oTmpaBHa rapa.

[IpucturamuTre BiakoBe B rapa [1noBaus ca
76 Op., oT kouto 18 OBp3u U 58 mMbTHUYECKU. 3a 4
Obpp3u Bnaka IlmoBmuWB e kpaiiHa rapa, a 3a 2
'bTHUYECKH TTOCpETHA.

B pamkuTe Ha e€QHO JICHOHONIIWE B
TexHudecka rapa [lmoBaus ce obciryxBart Mo TaH-
rpaduk 8 chcTaBa ¢ BArOHW U 5 MOTPUCHH BJIaKa.

Hourausar Bnak 3a Bapua 8631/8636 u B
492/493/494 no penanusata Codpus — McramOyn -
Codusi, BO3SIT B ChCTaBa CH CIAJCH BaroH, MOPaju
KOETO TE3W BIIAKOBE TPsiOBa Ja MpPOJBIDKAT Aa Ce
00CITyXBaT C JIOKOMOTHUB ¥ BaroHH.

2.2. JleiiHocTHTe 110 00padOTKa Ha
NbTHUYECKUTE CHCTABH

ITog 0OpaboTKka Ha TBTHUYECKUTE ChCTABU
B TEXHWYECKHUTE Tapy ce pa3dupa N3BBPIIBAHETO HA
BCHYKM OIEpallud 33 TEXHUYECKa, CAHUTapHO-
XWTUCHHA W EKUITMPOBBYHA MOArOTOBKA HA ChCTaBa
OT U3TEJIAHETO My OT IPUEMHHUS KOJOBO3 B
TEXHUYECKa rapa 10 M0JIaBaHETO MY Ha OTIIPAaBEH
KOJIOBO3 3a 3aMHHaBaHe. MHOro oT Te3u
JNeHHOCTUTE MO 00paboTKa Ha NPHUCTUTAIINTE
BJIAKOBE B KpaifHa rapa OTmajar mpu OoOCITyKBaHE
HAa CBIIUTE C MOTPUCHH CHCTABH.
TaxuBa jmeitHOCTH ca:
- OTKayaHe Ha JIOKOMOTHB;
- TIpelBapHTENICH TEXHUYECKH Mperie];
- pasToBapBaHE Ha KOJICTHU IPAaTKH;
- TpUKauBaHE Ha MaHEBPEH JIOKOMOTHUB U
I.p.
B Texnumyeckute rapu Ha IBTHUYECKHUTE
CbCTaBH C€ U3BBHPLIBAT CICAHUTE ACHHOCTH:
- BBHUIHO U BBTPELIHO I0UYUCTBAHE;
- caHWTapeH mperien u 00paboTka;
- TEXHMYECKH Iperjie]l 1 PEMOHT;
- CcHa0JsBaHE ChC CAHUTAPHU MaTepHUAIIH,
- 33 ChCTaBH C BaKyyMHH TOAJIETHH ce
M3BBPIIBA M3IIOMIIBAHE HA OTXOAHUTE
BOJIY;
- CKHWNUpaHe C
YMHBaJIHULH U WC;

mpsicHa  BoJa  3a

- TpHeMaHe Ha ChCTaBa Clie[] KOHTPOIHA
NPOBEPKa;
- TpelaBaHe HA ChCTaBa M IOJABAHETO
My B ITbTHUYECKU PaliOH.

[IpoapimxuTeTHOCTTA Ha OTMCaHHUTe
onepauu € oT 50 1o 70 MMHYTH M 3aBHCH OT BHIa
Ha BBTPEHIHOTO I[IOYMCTBAHE — YACTHUYHO WIIH
ocHOBHO. OOIIIOTO BpeME Ha MPECTON Ha CHCTAaBUTE
B TEXHWYECKAa Trapa 3aBHCH MpeId BCHUYKO OT
00BpB3KaTa ChC CIEABAIIUS 3aMUHABAIl BIIAK H
TOBa  Hajlara BBBEXKJAHETO HA  HAJEXKIHA
opraHm3alys Ha TPy B Te3U palioHU.

Baxna ocobeHocT mpu 00CIyKBaHETO Ha
BJIAKOBUTE CBHCTaBU C MOTPHUCHU BJIAKOBE €, 4Ye
TEXHHYECKUTE Tperiend 10  HACTOsIEe  ce
W3BBPUIBAT B JJOKOMOTHBHO Aemo. ToBa ce ABIKH
Ha HAJIMYHETO Ha OOYYeH IMepCOHAN, IMOAXOJIIa
WH(pACTPYKTypa 3a TperjieJ Ha XOoJ0BaTa 4yacT H
MOKPUBHO O00Opy/ABaHE M HAa HEOOXOOUMOCTTA OT
eKUIHpaHe C IKICHK. B genoro e u3rpaaeHa cucrema
3a KOHTPOJI Ha EKCIUIOATAIIMOHHHUTE Nperyieqn u
OTCTpaHsIBaHE HA MAJIKH CIIy9allHU PEMOHTH.

ITocouenure 0COOCHOCTH Hajarat
MOTPUCHUTE CBHCTAaBH Oda IMPEMHHABAT, KAKTO IIPE3
TEXHUYCCKUAT paﬁOH, Taka W 1pe3 JTOKOMOTHUBHO
neno. ToBa yqBOEHO ciy)keOHO IbTyBaHE M3MCKBA
BPEMETO OT BIIaK 3a BJaK, IPH HEOOXOAWMOCT 3a
CKHMIIMpAaHE Ja C€ NpCABUXKIa I10-TOJAMO, IIpU
,»OCBILIECTBSIBAHE HA PABHOMEPHOCT M PUTMHYHOCT
B paboTaTa Ha BCUYKH YKEIE30ITbTHU IMOJIEICHUS H
nema.”[2]

BpemenbryBanero ot lleHtpanna rapa mo
TEXHUYECKa U 00paTHO € 8§ MUHYTH, & IPUEMAHETO
B Jierio oTHeMa 710 20 MUHYTH.

3. IIporno3u 3a Opoii U THII HA HOBMSA TATOB
ChCTaB 32 HY:KAUTE HA KM Bb3eJ
IlnoBanB

OT Taka HampaBEeHUAT aHAIM3 3a HYKIUTE
Ha Xn Bb3ed llmoBnuB me ObmaT HeoOxoammu 1
Opoli IIecT-BaroHEH CbcTaB W 7 Oposl 4eTHpH-
BaroHHW MOTPHUCHHU BJIaKa W €IWH pe3epBeH. Te3n
CBCTaBH IIIe OOCITy)XBaT HampasieHusTa llmoBaus-
Bapna, I[InoBaus-Codus, Ilnosnus-Crapa 3aropa,
[TnoBauB-CentemBpu u IlnoBmus-Kapmoso. Tosa
Hajara ChCTaBa NPEIBUACH 3a OBpP3M BIAKOBE Ja
Obae ¢ moBUILEH KOM(OPT M HAJIM4KE HAa 000c00eH
CeKTop 3a O0roder.

[Tocouyenurte nmporHo3Hu OpOWKH IIe MOTaT
Jla 3aMEHAT CTapUTEe BarOHU U Ja MOKPUST HY>KIAUTE
Ha cera JAefcTBAIOTO Pa3lMCaHUE C HOB MOJEPEH
CBCTaB.

4. Texuuvecko onucanue u
XapaKTepPUCTHKA HA eJIeKTPUYECKH
MOTPHCHH BJIakoBe [le3upo
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Or 2007 r. B bearapus ce npocraBs
MOJIEpEH TIOJIBIKEH CBhCTaB, KOWTO ce€ pa3iniaBa
CBIIECTBEHO OT CTapus MapK W W3MCKBa HOBa
opraHuzalusg Ha TpyAa 0OpH oOcCIyXKBaHEe Ha
CBhCTaBUTE B TeXHWYECKHTE Tapu. OT HAIOXHUINTE
ce TEeHACHIIMH B MPOM3BOJICTBOTO HA KEIE30MBTEH
MOJBMKEH ChCTaB u BIDKIAHUSATA Ha
CHELMANMCTHTE B Ta3W OOJIACT ce Mpearojara, 4e
MOIMsIHATA Ha CTapUTE BaroHM IIe C€ OCHIIECTBH C
MOJOOHM  MOTPHCH Ha  CKCIUIOATHPAHWUTE B
MomeHTa. [lopanu Tasu mpuuMHA HAa HIKOW OT
BAXHUTE XapaKTePUCTUKH CBBP3aHH c
00CIy»KBAaHETO Ha CbCTaBUTE I¢ Obae 0O0BPHATO
CIELHAIHO BHUMAHUE.

Hskom oT mO-BaXKHHTE  TEXHUYECKU
xapaktepuctukn Ha EMB ca mnpeacraBeHu B
Tabmuna 1.[4]

Tabnauya 1. Texnuuecku oannu Ha

EMB DESIRO
Tun u cepust Ha EMB cepust 30 | cepus 31
Bpoii Ha BaroHuTe B €1MH 3 4
BJIaK
Bpoii Ha TAroBUTE BaroHU 2 2
Bpoii ToaneTHu B e1MH Biak 2 2
MaxkcuManHO yCKOpeHHe 0,88 m/s? | 0,70 m/s?
MaxkcumMaaHa CKOpOCT 140 km/h | 140 km/h
O01ma IpIHKIHA MEXKIY 57 660 73 500
ABTOCILICTIKHTE mm mm
Bpoii mecta 3a csinaHe B 190 254
€/IMH BJIAK
- Cenmanku, II ximaca 180 244
- CrpBaeMH ceJlalKu 10 10
4.1. CanuTapHa cucrema
CanurapHata cucreMma BKJIFOYBA

MHCTaJIalus 3a MpsCHA BOJA, YMHUBAIHUK, TOAJETHA
CHCTeMa W MHCTAJAIHS 32 OTXOAHU BOAU. MOIYIBT
Ha CAaHUTApPHHUS BB3EN € ChOPHKEH C HHTEIPUPAHU B
CTeHaTa MHBKa, OIJIENAJIO, CHJ 3a TEUCH CAaIlyH,
KOIIUE 3a OTMaAbIllM M KOHTCHHEp 3a XapTHCHH
Kbpnu. MoaynsT BKIOYBa KommakTeH WC ¢
TOAJIETHA YMHUS C Karak, BEHTWIEH OJIOK U T.H. 3a
TOAJIETHATA XapTHs € MpPEe/BUICHA CTOHKA, a 10 Hesl
MOJKE Jla ce TOCTaBM pe3epBHA poika. Bopara 3a
NPOMHUBAHE HA TOAJIETHATA YWHHS M MHEHETO Ha
pBlie ce MycKa C MarHUTHH BEHTWIH, KOHUTO ce
3aJIeficTBaT Ype3 OYTOHU C MAIIbK XOJI.

4.2. Mucrananus 3a npsicHa BoJga

WncranaumsaTa 3a mpsicHa BOAA 3axpaHBa
MHUBKaTa W ToaJeTHaTa cucreMa. PesepBoapbT 3a
npsiCHa Boja uMa o0eM oT 120 uTpa U € MOHTHUPaH
B MOJYJ 3a]l CTeHHaTa OONUIIOBKa. TO# ce MBJIHU ¢
BOJA Ype3 CTAaHAApPTHU LIyLEepH, KOUTO ca

pa3MoJIOKEHU OT ABETE CTpaHU Ha BaroHa. Husoto
Ha BOJara MOXe€ Ja c€ KOHTPOJIMpa OTBBH 4pE3
WHJUKATOPHO yCTPOMCTBO. IIbIHOTO H3npa3BaHe Ha
pesepBoapa 3a IpsICHA BOJA MOXKE Ja CE OCBIIECTBU
IIOCPEJICTBOM €JIEKTPO-ITHEBMATHYEH KJIANAH, KAKTO
U ppuHO. Pe3epBoapsT 3a npscHa Boga € u3paboTeH
OT IIOJIMETUIIEH, 4 PE3EPBOAPBT 3a OTHAJAHU BOAU OT
HEpBKJaeMa CTOMAaHA.

4.3. UHcTananusa 3a 0TX0AHH BOIH

Pe3epBoapbT 3a OTXOMHU BOAM MMa 00eM
okouso 350 nutpa. PaznonoxeH e npaB B MOJyJia 3a
pesepBoapa. HeobxomammocTTa OT H3Mpa3BaHe Ha
pesepBoapa ce yCTaHOBSIBA MOCPEICTBOM JIaTUHK 32
HuBO npu HarrbaBaHe 100%. CrneaBa cpo01eHE HA
JIUCIUIes. Ha MyJTa 3a YIpaBJICHHE HA MAIlUHHUCTA.
OTX0oOHUTE BOAM MOTaT Aa OBOaT H3TErJIEHU C
IIOMOINTa Ha IIOMIA 3a OTBEXKJAHE Ha OTIAIHHU
BOJIM.

5. Tenpenuuu npu 00padoTkaTa Ha
IIbTHHYECKHTE BJIAKOBE 00CIYKBAHH €
MOTpPHCH

lapaxuuTe KOJIOBO3M B TEXHUYECKA rapa ca
¢ nmeokrHa OT 335 wmerpa. ToBa mo3BOISIBA
MPEJIBIKIAaHETO Ha CHCTAaBUTE Ja CE€ W3BBHPINBA
3aeHO JO0 TPH MOTPUCH TIO CHCTEMa MHOTO
eIMHUIIM M Ja ObJe aHraKupaH camMoO CJIHUH
MAIITHHHUCT.

Wznsmo me ormagHe HEOOXOJUMOCTTa OT
MPEIBAPUTEIHO OTOIUICHME Ha BJlaka IOpaau
HaJIMYUECTO HA KIIMMAaTUYHU CUCTEMU B MOTPUCHUTE U
OBp30TO TEMIEpUpaHe Ha Bb3ayXa B TsaX. ChriacHO
HalpaBEeHW H3CJIENBAaHMS TIO0 TO3W BBIpoc [3] ca
HE0oOX0oaMMU 20 MUHYTH MIPEJIBAPUTEITHO
BKIIFOYBAHE HAa KIMMATUYHUTE CHUCTEMH, KOETO
MOJKE J]a Ce ChueTae C MaHEBPHPAHETO Ha ChCTaBa
OT JICTIO 3a TapOB KOJIOBO3.

HanuuueTo Ha etHa momIia 3a M3TOYBAHE Ha
OTXOJIHUTE BOJM HAa CAaHUTAPHHUTE BH3INU IIie 3a0aBU
TEXHHUYECKOTO O6CHy)KBaHe Ha MOTPUCUTC H MLIC
Ch3Jaie MPEANOCTaBKM 32 3aKbCHCHHE Ha
BIaKoBeTe. TOBa Hamara 3aKyllyBaHETO Ha OIIe
€/IHa M3IIOMIIBAIlA MHCTAJIAIHA.

Kamanurera Ha KOJIOBO3HOTO Pa3BUTHE B
neno [1noBauB u TeXHWYecKa rapa € M3IMbIHEH ChC
cTap u OpaKyBaH TOJIBUKEH ChCTaB, KOETO OT CBOS
CTpaHa i€ 3aTPyJHH HAMHPAHETO Ha MSCTO 3a
JAOMYBAIINUTC CbhbCTaBU cJIen H3BHPIIBAHE Ha
HEOOXOIMMHUTE TIPETIICH.

OT HaJIMYHUTE IBA MAHCBPCHHU JIOKOMOTHBA
3a O00CIIy>)kBaHC Ha MaHEBpPEHATa JCHHOCT IIIe
TpsiOBa Na ce pexynupaT Ha €IWH MOpaau PSA3KOTO
HamansBaHe Ha ob0emMa paboTa OT CaMOCTOATEITHOTO
NpuABIWKBaHe Ha MoTpucure. Toznm Qakr me
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HaJIOXXW JIOKOMOTUBHUTC MAIIMHUCTHU Ja CC ABjABaAT
n OCBO60)KI[aBaT B TEXHUYECKaA rapa.

6. 3akiarouenue

OT Taka HaNPaBEHUAT aHAJIU3 HA BIIAKOBATa
pabora w gmedHOCTHTE TIO 00paboTKa Ha
IIBTHAYECKUTE ChCTaBM B rapa [1noBauB, KakTo u oT
MPEICTaBEHUTE TEHACHIMU Tpu oOpaboTkaTa Ha
ITbTHUYECKUTE BIIAKOBE OOCIY>KBaHU C MOTPUCH,
MOTaT JIa CE HAIPABST CIETHUTE U3BOIM:

- HEOOXOJMMO € OTHEISIHEeTO Ha
MOTPUCHOTO JBIDKEHHUE OT JIOKOMOTHBHOTO, 4pe3
obocobssBaHE Ha MOTPUCHO [IENIO B paifoHa Ha
TEXHUYECKa Tapa;

- mpeMaxBaHe  Ha  OpakKyBaHHAT
MOJBM)KEH CBCTaB € Len momoOpsiBaHe Ha
MaHEBpeHaTa CIIOCOOHOCT W Kamaiurera Ha
00CITyKBaIlUTE TyHKTOBE;

- yIbIDKaBaHE Ha  HM3TCTIIMTEITHUS
KOJI0OBO3 B paifona Ha [Toct Ne 3 ¢ men ch3maBane Ha
JIOMBJIHUTETHO MSCTO 3a TPECTO Ha 0O0CITyXeH
ChCTaB;

- 3aKyllyBaHe Ha WHCTajamus 3a
W3TOYBaHE HAa OTXOJHWUTE BOAM HA CAHUTAPHHUTE
BB3IIY;

- MOHTHpaHE Ha WHCTaJalud 3a
MpsiCHa BOJa C IIeJl €JHOBPEMEHHO 3apekKIAaHe Ha
BCHUYKH PE3E€PBOAPH;

- YABOCHOTO IBW)XCHHE HAa CBHCTAaBU
OT TEeXHHYEeCKa rapa 3a Jeno W oOpaTHO Ime
3aTpyOHH  EeKCIUIoaTallMoHHaTa OOCTaHOBKa B
LenTpanna rapa Ilnosaus.
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KIACUPUKAIIUA HA TEPEHHU MOTOKAPHU

I'EOPI' BBJIKOB, BbJIbO HMKOJIOB

Pe3tome: B nacmoswama nybaukayus e npeonodceHa Kiacuuxayus Ha mepenHu
Momokapu, usepadena Ha Oasama HA MexHume KOHCMPYKMUGHY, (OYHKYUOHATHU U
eKCNI0amayuoHHu 0CcobeHoCmuy Kamo: HA4uH Ha paboma, npeoHasHayenue, MUnosu
peoose Ha MOBAPONOOEMHOCH U BUCOYUHA HA NOBOUSAHE, KOHCMPYKYUS HA WACUMO, Mun
HA MPAHCMUCUAMA, USMOYHUK HA eHepausl, X0008 08UdICUmei, KoiecHa Gopmyana u euo Ha

pabomuus opaan.

KarouoBu nymu: mepenen momoxap, kiacugurxayusi.

CLASSIFICATION OF TERRAIN FORKLIFTS

GEORGI VALKOV, VALYO NIKOLOV

Abstract: This publication proposes a classification of field forklifts built on the basis of
their constructional, functional and operational features such as: mode of operation,
purpose, load capacity and lifting height, chassis design, transmission type, power source,
wheel drive, wheel formula and type of working body.

Key words: classification, terrain forklifts

1. KOHCTPYKTHBHU U €KCILNIOATALMOHHHA
0c00CHOCTH HA TEPEHHUTE MOTOKAPH

TepeHHuTe MOTOKapu, HapU4YaHH OIIE
BHCOKOTIOBAWIa4d  BUCOKa  MPOXOJUMOCT, C€
OTHACST KbM HOAPAa3AEICHUETO HAa MOTOKAapuUTe
YHHUBEPCAIHU BHCOKOIIOBAMIAYM, HO CE€ OTJINYaBaT
ChC CIICJIHUTE KOHCTPYKTHUBHU M €KCIUIOATAIHOHHU
0COOCHOCTH:

1) ekcrutoaranust TpUd  €CTECTBEHH  TEPEHH
XapaKTepU3UPALIN Ce ChC 3HAYUTETHU HEPABHOCTH
U pa3nuyHd  (QU3NKO-TEXHHWYHH CBOWCTBa Ha
[I0YBaTa/CTPYKTYPa,BIaXHOCT U IUTBTHOCT/, BOAHU
MPEISTCTBUS M yYacThIM CbC CHEXKHA TOKPUBKA;

2) KOJiECeH IBWXHUTENI C TMO-TOJIAM JTHAMETHp H
cneunpuieH rpaiidep Ha MIPOTEKTOPA,
OCUTYpsIBAIl ~ MHOTO  A00pO  CUEIUIEHHE |
BB3MOKHOCT 3a [TOCTAaBSHE Ha BEPUTH;

3) yCWwIeHM IBUTATEIHM M YIIPaBIIEMH MOCTOBE
MOPTAJIeH THII 32 TIOBUILIABAHE HA IBTHUS IIPOCBET;
4) yBenuyeHH nokazarenu Ha TnpoduiHaTa
NPOXOAUMOCT — TIpeAeH M 33J€H BIJIK Ha
MIPOXOAUMOCT,paInyCUTE HA HAlpeuHa U Ha UIbKHA
MIPOXOAUMOCT,KAKTO M BEPTUKAIHUAT XOJ Ha
YIPaBISIEMOTO KOJIEJO CIPSIMO IIACUTO;

5) 3aABWXKBaHE Ha YETHPUTE Kojena - KOJIeCHa
hopmyma 4x4;

6) BB3MOXKHOCT 3a OJIOKMpaHe Ha MEKAYKOJIECHUTE

nrdepeHIuany Ha IpeIHUS U 3aIHUSI MOCT;

7) ympaBiieHHEe 4Ype3 3aBbpPTaHE Ha KoJielaTa Ha

ZBaTa MOCTa WJIK Ype3 LIapHUPHA pama;

8) OnTumanHO pas3lpeaescHue Ha TErJIOTO Ha

MOTOKapa W TOBapa,BbpXy MOCTOBETE, KOETO OT

CBOA CTpaHa BOAM JA0 TNOZOOpsiBaHE Ha

YCTOMUYMBOCTTA Ha MaIIMHATA, II0-I00pPO CLEIICHHE

W TMOo-I00pH TATOBHM KadyecTBa Ha JIBUTATEITHHUTE

KOJIeNa;

9) cnenuduyn pabOTHU OPTaHHU U CHOPBKEHUS.
N3xoxknaiiku OT TsAXHATa CreluduKa, TO3U

TUI MOTOKapW HaMUpPaT OCHOBHO IPHJIOXKCHUE B

CJICAHNTE OTPACIIH:

1)xpanuTenHa MIPOMMILIIEHOCT u

CTOIIAHCTBO.

2) NpOMHUIICHO U TPa’KAAHCKO CTPOUTEIICTBO.

3) ropcka u AppBO0OpabOTRAIIA TPOMHUIILICHOCT.

4) MpHUCTaHUIIIHU TOKOBE;

5) BOGHHO J1€JI0 — apMHS U BEOPBKEHH CHIIH.

6) peauua Opyrd 4acTHU NPHJIOKEHUS, KBAETO Ce

W3UCKBA MEXaHMU3WpaHE Ha TOBapO-pa3TOBAPHHUTE

JEHHOCTH B MECTA, KbAETO HSAMA TEPEHH C TBBPJIO U

[JIAAKO TMOKPHUTHE, KaTO HampuMep IUIOMIAIKH 3a

npepaboTKa Ha CKpal U PEUKINPaHEe Ha OTHAIBIIH.

CCJICKO
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2. Knacudukanus TepeHHUTE MOTOKAPH 10
HAYMH Ha padoTa

B Texmumyeckara  sjmTeparypa = KbM
HACTOAIIMS MOMEHT HE € MpeACTaBeHa IThJIHA |
o/ipo0OHa KJIacu(UKAIUs Ha TSPSHHUTE MOTOKAPH,
Mopaji KOETO TeMara Ha HACTOsIIaTa IyOIHKaIust
€ akTyamHa W OW TIpelcTaBisgBajla HWHTEpEC 3a
KOHCTPYKTOPH, HAYYHH PHKOBOAUTEINH, CTYACHTH U
IpYrd 3aWHTCPECOBAHM JUIA, 3aHUMABAIlld CE C

MPOEKTUPAHETO, IPOW3BOACTBOTO, MAapKETHHTa,
MPOJaKOUTE U IPUIOKESHUETO HA TE3U CPE/ICTRA.
OCHOBHUSAT CTaHJapT, OTpe eI

KIacu(pUKanuaTa Ha MHIYCTPHAIHUTE MOTOKApH €
BJIC EN ISO 5053 - 2007 - ,,MagycTpuanau Kapw.
Tepmunonorus®[1]. To3u MexayHapoJeH cTaHAApT
YCTaHOBSIBA KJIACU(HUKALMATA U ONpEACICHUITa 3a
pa3IMYHM TUIIOBE CaMO3aJBHKBAaHU WHAYCTPHAIHU
KapH (CaMOXOAHU KapH), KbM KOHMTO CE€ OTHACAT U
TepeHHUTE MOTOKapH. Tol naBa ChIIO TEPMUHUTE U
OIIPEIEIICHUATA 32 OCHOBHUTE ChCTABHU EJIEMEHTH
U IPUHAUIEKHOCTH  HA  KapuTe,  TEXHUTE
XapakTepUCTUKH, CHeUUPUYHM  Omepauuud |
eJIeMEHTH Ha 0€30I1acHOCT.

[TozoBaBaitkn ce wa [l] Touka 3.1.
“Knacudukauus no HauynH Ha pabora (neiictBue) -
TEpeHHUTE MOTOKapu ca mocoueHu B T. 3.1.3.1.8.
Kap nmoBnurad 3a BCHUKU TepeHH (HEPaBHHU TEPEHU)
- (EN - rough terrain forklift, FR - Chariot tous
terrains): ,,Kap moBaurau ¢ OPOTHBOTEXKECT,
KOHCTpYHpaH CIIELHaIHO, 3a Ja padoTu BBPXY
€CTECTBEHH TepeHH Oe3 MoJoOpeHus, CHII0 TakKa
BbPXY HE HHBEIMPAaHU TEpPEHH, TaKHUBa Karo
CTPOUTENTHH IIOIAAKK. (ur. 1).

[ ST 7. P

:

Mo meiHa wiacupuKAUsS TO TO3M NPU3HAK €
nameHa ot Amepukanckata [IpaBurencrBeHa
Arenmst OSHA (Occupational Safety & Health
Administration). [2]. CeriiacHO Hesl, TSpPEHHUTE
MOTOKapH ca mnpenactaBeHn B kiac 7: Class VII —

(Rough Terrain Forklift Trucks). Class VII - Rough
Terrain Forklift is a generic term used to describe
forklifts typically intended for us on unimproved
natural terrain and disturbed terrain construction
sites. However the term “rough terrain” does not
imply that the forklift can be safely operated on
every conceivable type of terrain,

KBJICTO Ca pa3feleHH B CICAHUTE TPU OCHOBHH
TPYIH:

1. TepeHeH MOTOKap C BEpTHKalHA, KJacH4ecKa
NOBJMTaTeNIHa ypea0a, THIT CUMILIEKC, TyTUICKC HITH
tpumiekc. [lokasanuar Ha ¢ur. 2 mpumep € 3a
MOTOKap, TpeIHa3HaueH 3a padoTa MpH BCSIKAKBH
BBHIIIHHU YCIOBHSL.

Due. 2.

3. TepeHeH MOTOKap C TEJIECKONUYHA CTpesia
WJIM JIOCTOBO-IIAPHUPHO HOBIUTATEIHO
YCTPOUCTBO, OKa3aH Ha ¢ur. 3.

Duz. 3.

[lokazanuaT mpuMep € 3a MOTOKap
eKHITUPAaH C TEJIEeCKONMYHA CTpesia, 4Ype3 KOSATO
OIepaTopbT € CHOCOOeH Jla MoeMe OT TOBapHaTa
IUIOIIA/IKa TOBAapM HAMHUpAIIM C€ HA Pa3iIM4YHO
pa3cTosHHE M BHCOYHMHA CIIPSIMO MpeaHara dYacT
MampHaTa. Ta3um CrIOCOOHOCT J1a JOCTHUTHE ILeNTa
OTIpeJ Ha MOTOKapa OCHIypsiBa HEOOXOoAMMaTa
I'bBKABOCT HA BOAa4Ya NpPU MaHUIYJaldH C
TOBapuUTe.

3. TepeHeH MOTOKap, MOHTUPAH HAa KAMUOH
WJIM peMapke rokas3aH Ha dur 4.
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[lokazanata wmammHa € MajorabapuTeH
TPUOTIOpEH Kap ¢ KJachyecka IOBJNTraTeIHA
ypenba Ha BUCOYMHA A0 3 MeTpa, MpeJHa3Ha4YeH J1a
o0ciTy’)kBa KAMHOHH W peMapkara B MeCTa, KbJCTO
HsAMa  TOBapo-pa3roBapHo  obopyaBane. Ha
MPAaKTUKa T€ C€ SBABAT IOJIEMHO-TPAHCIOPTHU
MAIIIMHH, TPUKAYEHU KbM KaMHOHA.

Due. 4.

TpsOBa ma ce orOemexu, 4e HE BCHUYKH
MAalIMHA OT TO3W THUII C€ OTHACAT KbM TEPEHHHUTE
MOTOKapH.

4. Knacudukanusi Ha TepeHHUTE MOTOKAPH
10 THUIIOBH peioBe HA TOBAPONOAEeMHOCT
¥ BUCOYMHA HA MOBJAUTaHe

[IpencraBeHuTe NaHHU ca W3BJICYCHU OT
HaIPaBeHO MPOYYBAHE HA TMPOCICKTHH MaTepUaH
HA BOJICHIM MPOM3BOJWUTEIN M BHOCHTEIH KaTo
“Manitou”,  "AUSA”, ”“MAST”, “CASE”,
”Agrimac”, ”Maximal” u ap. IlogOpanu ca Haii-
BOKHHTE TTapaMeTpH OT TUIOBH JucT 1o VDI 2198
(M3mazieH OoT ChI03a Ha TEPMAHCKHUTE HH)KCHEPH) — a
HUMCHHO TOBApONOACMHOCT u BHUCOYHMHA Ha
MOBJIUTAHE.

TepeHHHUTE MOTOKApH C BEpPTHUKAJIHA MadTa
M KJacHYyecKa IMOBJMraTesHa ypesada, morar ja
ObJaT KIACU(DUITUPAHHU T10:

- TOBapOIOJEMHOCT B CIICJHUS THIIOB PEJI:

1,5;2;2,5;3;4;5;6; 8u 10 t;

- BHCOYMHA HA TIOBJUTaHE B CJCIHUS THUIIOB
pen: 2,8; 3,3;4;4,5;,4,8;5,2;5,6;6,4u Tm.

3a TepeHHHTEe MOTOKAPU C TEIIECKOMMYHA
CTpeJia ChIIEeCTBYBAT JPYTU THIIOBU PEJIOBE:
- BHMCOYMHA Ha mosaurase: 6,9; 7,52 ;9.61;
11,64;13,1; 15,8 u 17,7 m.
- MakKCHMAaJIHO TPEJHO W3HACSHE Ha TOBapa:
4,16; 4,52; 7,06; 8,46; 9,34; 12,33 u 15,2 m

TpsabBa na ce otOenmexku, 4Ye Te3W [Ba
napamerbpa He ca 3aJbKuTenHd. ChIIecTBYBaT U

Apyru TCXHHU CTOﬁHOCTH, npeaiaranu oT
MPOU3BOJUTECIIMTE HA TCPCHHU MOTOKApH.

5. Knacudukauusi Ha TepeHHUTE MOTOKApH
10 N3TOYHUKA HA eHeprust

Haii-mpnHara xnacudukanus 10 TO3U
npusHak ¢ gageHa B BJIC EN ISO 5053 - 2007 -
~AHIyCTpHaHn KapH. Tepmunonorus.“[1]
ITo3oBaBaiiku ca HEro, TEPEHHUTE MOTOKAPU MOrat
na ObJat pasnpeaesieHu B CICAHUTE TPYITH:

1. Tepenen MoOTOKap ¢ TEpMUYECH OCH3MHOB
JBUraTedl.

2. TepeHeH MOTOKap C TEPMUYEH C BTEYHEH HeTeH
ra3 (LPG) nBuraren.

3. TepeHeH MOTOKap € TEPMHYEH CBC CI'bCTEH
npuponeH ra3 (CNG) nBuraren.

4. TepeHeH MOTOKap C TEPMHUYECH OCH3MHOB +
BreyHeH HedTeH ra3 (LPG) neuraren.

5. TepeHeH MOTOKap C TepMHYeH OEH3WHOB +
crecTeH npupojeH ra3 (CNQG) neurares.

6. TepeneH MOTOKap C TEpPMHUYEH IU3CIIOB
JBUraTed.

7. Tepenen MOTOKap
aKyMmyJnaTopHa OaTepusi.

8. TepeHeH MOTOKap C TEPMHUYHO EJIEKTPHUUECKO
3aJIBIKBaHe (XHOPH).

Mortokapute, pa3npeaeicHd B IpynuTe 7 u
8, Bce ole ca Ha eTam OMUTHU OOpasly M He ca
BJE3JIM B PEIOBHO IIPOM3BOACTBO, IpEIBUA Ha
crien(UIHUTE YCIIOBUS HAa EKCIUIOATalMs Ha TEe3H
MAaIIuHH.

CJICKTPUYCCKU C

6. Kinacudukamusi Ha TepeHHUTE MOTOKApH
M0 KOHCTPYKIUSITA HA IACUTO

ITo To31u nokazaren TepEHHUTE MOTOKAPH Ce

JICJIAT Ha JIBa OCHOBHU THIIA!
1. MoTokap ¢ MOHOGJIOKOBO IIACH

[acuTo mpeacTaBnsBa MIOCTHA 3aBapeHa
MOHOOJIOKOBA ~ KOHCTPYKIIHMS, KbM KOSITO  C€
aceMONMpaT BCHYKH OCHOBHM  arperatu u
KOMITOHEHTH - JIBHTATelNl, TPAHCMHCHHUS, MOCTOBE,
KaOWHa, MOBAWTAaTeNIHA ypeada u Jp.

Ha ¢ur. 5 e mokazan MoTOKap ¢ MOHOOJIOK
Iacy, mpou3BencTso Ha pupma ,,CLAAS™ [5].
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2. MoToKap cbC Chb4JIEHEHO ACH
IIpu Hero mIaCHTO ce ChCTOM OT JBE YaCTH,
MpeJiHa U 33J{Ha, IAPHUPHO CBHP3aHU TOMEXKITY CH.
Kem  mpemnara 9acT ce  NPUCHEAWHSBAT
MmoBAMTaTeNHaTa ypeada u kabnHata, a KbM 33JHaTa
JBUTATEJIAT, TPAHCMHUCHSITA U OCTAaHAJIUTE BH3JIH.

Ha ¢ur. 6 e mnokasan MoTOKap CbC
CPWICHEHO IACH, IIPOM3BEACTBO Ha  (upmMa
»CLAAS* [5].

Duz. 6.

7. Knacudukanus Ha TepeHHUTe MOTOKapH
110 THIIA HA TPAHCMHUCHATA

MoTokapuTe BHCOKAa MPOXOIUMOCT IO
OTHOLICHWE HA TPAaHCMUCHATA C€ AEIAT Ha TpH
OCHOBHU T'PYIH:

1. TepeHHH MOTOKapu € MEXaHMYHA
TPAHCMHCHS — IPOU3BEKAAT CE€ OIPAaHUUYCHO.

2. TepeHHH MOTOKapH C XHIPOMEXaHUYHA
TpaHCMHCHS (C XUAPOJUHAMHUYECH MTPeJaBaTen).

3. TepeHHH MOTOKapH C XHIPOCTaTUYHA
(xumpoobemMHa) TpaHCMHUCHS.

8. Knacudukanusa Ha TepeHHUTe MOTOKAPH
cropea THIIA HA XOAOBHS JABUKHUTEJ

Criopen TO3u MOKa3aTesl MMa JBE OCHOBHHU
rpynu MoToKapu [3]:

1. TepeHHN MOTOKapH C KOJECEH IBMKHUTEI
— oOxBamar okoynio 98% OT MPOU3BOJCTBOTO Ha
TE3H KapH.

2. TepenHm MOTOKapu C  BEpUKEH
JBIDKUTEN — HAMUPAT OTPaHUYEHO NPUIIOKEHHE U
HE ca Taka MOIyJISIPHH.

9. Knacudukanusa Ha TepeHHUTEe MOTOKAPH
cropej KoJjiecHaTa gopmy.ia

[To oTHOMICHKME HA KoJlecHaTa (hopMyJia UMa
JIBE OCHOBHH T'PYIIH:

1. Tepenen MoTokap ¢ KojecHa ¢opmymna
4x2 /MamnHara uMa o01mo 4 X040BH KoJjeja, 2 OT
KOUTO Ca JIBUTATEIIHMN./.

2. Tepenen MoTOKap ¢ KojecHa ¢opmymna
4x4 /MamunHata uMa 4 XOJOBHM IBHUraTeHU
KOJIena/.

[Tpu MoTOKapuTe ¢ Taszu KoyiecHa Gopmyia
“MaMe JIB€ OCHOBHH MOATPYIIH:

1.1 MamuHu ¢ eJuH yIpasisieM MOCT,
U €/IMH JBUTaTelIeH;
1.2 MaiuHu ¢ Ba ynpaBisieMd MOCTa

- ¥ IBaTa JBUTATEIHH.

10. Kinacudunkanus Ha TepeHHUTe
MOTOKapH cIOopea BUAA HA pa0oTHUS
opran

OcHOBHUAT paboOTEeH opraH 3a BCHYKH
MOTOKapu ¢ BWiIMYHUAT por. C men ch3laBaHe Ha
MHOTO(YHKIIMOHAJTHOCT HAa  MAalllMHaTa, YecTo
BUJIIMYHUATE POTOBE CE€ 3aMEHAT ChC CMEHSEMH
chopmkeHus. Te TpencTaBasBaT CHENHATH3UPAHU
paboTHU opranu 3a 00OpaOoTBaHe Ha cnenu(UUHH,
YecT0 IIBbTH  HEMaJIeTU3UPAaHH  TOBapH, IMPHU
HECTaHIapPTHU YCIIOBHS Ha EKCILIOATAIHS.

Ilonsikora ce cMmsTa, dYe CMEHSIEMHUTE
ChOPBKEHUSI C€ TMOCTaBAT HA MSCTOTO Ha
BUJINYHUTE POTOBE, HO TOBA HE BHHATM € Taka -
CBIIECTBYBAT CMEHSIEMH CHOPBKCHUSA, KOHTO Ca
IOMBJIHEHUS KbM BHJIMIIATa Ha MoToKapa. CamMoTo
Ha3BaHHE, 3aUMCTBAHO oT €BPOTCHCKUTE
CTaHIApTH, Ch3JlaBa WJIIO3Us 3a HEIIO0, KOETO Cce
CMeHs /noameHs/, HO B JEWCTBHTEIHOCT TE3U
pabOTHU CHOPBHKEHUS YEeCTO MBTH Ca MOHTHPAHU
MOCTOSSHHO KbM  Kapute. CriefoBaTenHO Haii-
TOYHOTO Ha3BaHWE OM OWJIO ,, TOBapO3axBallaIlH
ycTpoicTBa®.

B neiicTBUTENHOCT BHAOBETE CMEHSICMHU
CBOPBKEHUSI MOTaT Ja OBJaT TOJKOBA, KOIKOTO
BHJIOBE TOBApW M MAaHUIYJAINH C TSIX € BB3MOXHO
Jla CH MpeJICTaBUM. BposT Ha KOMOMHAIIMUTE Kapy —
CMEHSEMH ChOPHKEHUS € TPYAHO J1a ce 0OXBaHe.

CMeHsieMUTe CHOPBKEHHSI 332 TEPEHHHTE
MOTOKapH Morar Ja ObIaT IPOCTH MO KOHCTPYKIHS
U Tmo-cnokHu. ChIlecTByBaT o6ade crenupuIHn
XapakTepHH caMO 3a TSAX CHOPBKEHHUS /cropen
00paboTBaHHMS ~ TOBap-NPBHCT  IACHK,  OETOH,
CEJICKOCTOIAHCKA WIJIH TOPCKa MPOAYKIUS/ ¢ MHOTO
CIIO)KHA KOHCTPYKIMS ~M3HCKBAIM  CIeIHaTHA
JONBIIHUTENHA XHUApABIMYHA ypenda HapuvaHa B
JTUTepaTypara NpUChEeIWHHUTETHa ypemba. TpsOpa
Jla ce 3Hae OCHOBHOTO - BUHATU TOBapIIOJIEMHOCTTA
Ha KOMIUIEKCa Kap — CMEHHO CBhOPBKEHHE,
BCJIEJICTBUE  TErJIOTO HAa  CBOPBXKECHUETO H
W3HECEHUs] MacoB IIEHTHDP HAa TOBapa, ce HamaJssBa B
CpaBHEHHE CBC CBIIUS IO TOBAPOIOAEMHOCT
MOTOKap, CHaOJIeH C BUJIMYEH POT. [4]

B Tabmuma 1 e gageHa mpuMepHa
KJIAaCU(UKAIUI HA TEPSHHUTE MOTOKapH, OazupaHa
Ha HAW-4€CTO CpeIIaHUTEe PabOTHU CHOPBHIKCHHUSL.
MMO30BaBalKM ce Ha [5].
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Taonuuya 1

TepeHneH MoToKap ¢
OCHOBEH pabOTeH
opras por BHJINYCH

TepeHeH MoTOKap ¢
BUJIMYEH
W3paBHUTEN

TepeHnen MoTokap
CBC
CHETOPHH

Tepenen MOTOKap ¢
MO3ULMOHED

TepeHeH MOTOKap ¢
BWJIMYCH U3PABHUTCIT U
MTO3UIIOHED

Tepenen motokap
ChC 3aXBaT
3a Tpynu

Tepenen MmoTokap
C KJIaMep 3a Bapeniu U
PYJIOHH

TepeHeH MOTOKap
¢ poTaTop
Ha 180° nmm 360°

TepeneH MOTOKap ¢
KJIaMep 3a NaJIeTH
3a TYXJI

Tepenen MoTokap
C KpaHOBa
cTpena

Tepenen MoTOKap
C KOIII 32 HACHUITHU
TOBapu

TepeneHn MOTOKap ¢
00pBbIIa4 Ha KOIII 3a
OeToH

TepeHeH MoToKap
¢ pabotHa miarhopma
3a xopa

TepeHeH MoToKap ¢
W3CHUIIBAIA KOJUYKa
nox HakJIoH 30° - 45°

TepeHeH MoTOKap Che
3axBaT
3a 0aJIi U CEHO

TepeneH MoTokap
¢ oOpaTHa 3eMEKOITHA JIOTaTa.
MoTtokapbT € cHab/IeH ¢ barepHo
YCTPOMCTBO,IOCTABEHO OOPAaTHO Ha IIOCOKAaTa Ha
NIBIDKEHUE HaJl Kallaka Ha IBUTaTels B 3aHaTa
YyacT Ha MallIdHAaTa ¢ OTAEIHO 000c00eHO0
pabOTHO MSCTO Ha omepaTopa.
JIONIBIHUTEIHO B KOHCTPYKIUATA Ca IPEABUIACHU
CTPaHWYHH CTAOMIH3ATOPH U JOMBIHUTEITHA
XHIPABIHYHA ypeada 3a OChINECTBSIBAHE HA
pa3aIUYHUTE PaOOTHH OIEPAIIH.

Copyright © by Technical University - Sofia, Plovdiv branch, Bulgaria
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Sofpk

BBH3MOKHOCTH 3A KOPEKIIUAS HA
EKCHOHALIUSITA B LIU®POBO
®OTOIPA®CKO U30EPAKEHUE 3ACHETO
BbB ®OPMATHUTE RAW U JPEG B CPEJIATA
HA ADOBE PHOTOSHOP

CUWJIBUHA 1. UJIMEBA

Pestome: [Jenma ma excnepumenma e 0a u3Cne08a 6b3MONCHOCIMMA 34 KOPeKyus Ha
eKCnoHayusama Ha yugposo pomozpagcko uzobpasicenue 3achemo 6 gpopmamume RAW u
JPEG 6 cpedama na Adobe Photoshop. 3a yeima ca 3achemu mpu chumku. ITepeomo u
BAPHO U300padiceHUe e ¢ NPABUIHA eKCNOHAYUS, 6IMOPOMO e C NPeKOMEepPHA eKCHOHAYUs U
mpemomo e ¢ HedocmamyvyHa excnonayus. Tpume uzobpadicenus ca 3acHemu u ¢ 08ama
dopmama. Bmopomo u mpemomo uzobpadxcenue ce obpabomeam c¢ nomowa Ha Adobe
Photoshop xamo ce excnepumenmupa camo npomensixu excnonayusma 6 RAW u JPEG
@opmam Ha npeekcnoHupamume u HeeKcnonupanume uzobpagicenus. Cvomeemuo 3a
npeexcnonupanomo * 2 061eHou, a 3a HeekcnoHupanomo +2 onenou. Memoowvm, no Koumo
ce mpasu u3Cie08aHemo, e U3Mep8aHe HA uAcm Om Noiemama HAa NOCMAGEHUsA 6
namwopmopma ColorChecker Passport. [loknada npedcmass u3yaniHo u eKcnepumeHmaito
KOU om u306paxcenusma 6 086ama opmama 0asam no-201AMa 6b3IMONCHOCH 3d KOPEKYUsl
U ce 000aUHNCABAM HAI-MHO20 00 8APHOMO U300PAdCEH Le.

KawuoBu aymm: yugposo pomospagpcro uzobpasicenue, Kopekyus HA eKCNOHAYUSIMA,
RAW, JPEG, Adobe Photoshop

CORRECTION OPTIONS ON THE EXPOSURE
OF A DIGITAL PHOTOGRAPH IN RAW AND
JPEG FORMATS IN ADOBE PHOTOSHOP

SILVINA ILIEVA

Abstract: The target of the experiment is to research the options of correcting the exposure
of a digital photograph taken in RAW and JPEG formats in Adobe Photoshop. For this goal
were taken three pictures. The first image has the correct exposure, the second one is with
overexposure and the third one has underexposure. The three images are shot in both
formats. The second and third images are processed with Adobe Photoshop by
experimenting only by changing the exposure in RAW and JPEG format of the overexposed
and underexposed images. The edit is -2 blends and +2 blends for the overexposed and
underexposed accordingly. The method used for this research is to measure part of the
fields of the ColorChecker Passport in the image. The report presents visually and
experimentally which of the images in both formats provide better correction options and
are the closest to the original image.

Key words: digital photograph, exposure correction, RAW, JPEG, Adobe Photoshop

1. OcHOBHH NOJIOKEHMSI. 3apajii peaiu3Ma U NpaBIonogo0HocTTa cu. dakr,

®ororpadusta ce M3NOA3Ba MmMpoKo B € Y€ CME IPEIPAMONOKEHH KbM BH3YaIHOTO M
neyaTHaTa, pekjaMa M OW3HEC KOMYHHKauusiTa ororpadusita HocH TeKECTTa M CHIATA HA

Copyright © 2018 by Technical University of Sofia, Plovdiv branch, Bulgaria ISSN CD-ROM: 2367-8577
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MOBEYETO TEYaTHH Meauu. EnHa OT OCHOBHHUTE
nend Ha nojurpadusaTa € OTIeYaTBaHETO Ha
OPOAYKT €  HAW-BHCOKO  KAayecTBO.  3aToBa
HepasJiesiHa JacT oT mosuurpadusra € u HuGppoBOTO
(dotorpadcko u3obpakenue. KauectBoro My cien
MeYaT 3aBUCH OT KYI TEXHHUYECKH ChOOPaXKCHUS —
MpoeCHOHATHO JIK € 3aCHETO, MPABUJIHO U ¢
06paboTeHo u 1o6pe M € OTIeYaTaHo?

udposara ¢dororpadus (muruTanHa
tdotorpadusi) ce ocChmECTBIBA C  IUPPOBU
¢ortoamapatn. 3a pa3nmka OT KJIAaCHYecKara

(dhotorpadusi, ocHOBaHA HA (POTOXUMHUYHHU PEAKIIVH,
MOJI3Ba EJNEKTPOHHM CEH30pH 32 3alliCBaHE Ha
M300paKeHMsI,  WM3IOJ3BAalikl  pa3dupaeM  OT
MaImuHUTe ABOoWYeH KoA. [ludposusar poroamapar e
Buj (oroamapaT, B KOWTO H300paXEHHETO HE ce
peructpupa ot ¢ororpadpcku  uiam, a or
enexktponeH cenzop — CCD umm CMOS marpwuria.
ManI/IHaTa C€ CBCTOM OT MHIIMOHM HE3aBUCUMU
eIUH OT JPYr CBETJIOYYBCTBUTEIHU €JIEMECHTH -
nukcenu. Beekn mukcen npeoOpa3yBa nomnagHazaTa
BbpXY HEro CBETJIMHA B EJIEKTPUYCH 3apsii.
I'enepupanute OoT Marpuuarta €ICKTPUYHM 3apsiau
ce HacoyBaT KbM Tmporecopa. [Ipomecopbpr Ha
¢dortoamapaTta  reHepupa  OT  MHOXECTBOTO
CJICKTPUYHU 3apsu CIHO IU(PPOBO H300paXKEeHHE,
KOETO C€ ChbXpaHsBa B €JIEKTPOHHATa MaMeT Ha
(hotoamapara. Paznmmunure Qoroamapatu cb3mgaBaT
U CBbXpaHABaT  W300paKCHUATa  BPA3IHUYCH
€JIEKTPOHEH (opmar.

HudpoBoTo m300paskeHHE CE MPEACTaBS KaTo
Ha0Op OT TOYKH — MUKCEIH TOJIPEACHN BHB BHUJ Ha
marpuna. [lukcenst (pixel, oT aHrimiicku picture
element) ce sBsBa KaTO OCHOBEH €JIIEMEHT Ha
(pPOBOTO M300paKEHNE M Ce XapaKTepU3upa ChC
CIIETHUTE OCOOCHOCTH:

e  MecCTONONOKEHUETO  HA

neuHUpa C HETOBHUS HOMED;

e [lukcenbT HIMA pa3mep;

e PascrosHueTo  MeEXIY
OIIpEe/IeIs C MOKa3aTews

e Paspmenurennara CIIOCOOHOCT Ha
pactepHoTO H300paxeHueTo — ppi (pixel
per inch — nukcen Ha WHY) enuH UHY € 2.54
CM.

e [lukcenoBoTo UUPPOBO H300paKeHUE €
IpUeTo  Ja Cce  Hapuda  pacTepHO
n3zo0paxxeHue.

OcHoBHuTEe  QopMaTH  3a

¢dororpadcku H300pakeHHs ca:

IIHUKCEIIa ce

IIHUKCCIINTE ce

nupoBUTE

2. JPEG ¢opmar

Crangapter JPEG (ISO / IEC 10918) e
cp3gaaeH npe3 1994 r. JPEG crangaptsT HoOcH
WMETO Ha rpynaTta, KOsATO ro € ch3nama — Joint
Photographic Experts Group. JPEG ¢dopmarsT
M3BBPIIBA KOMIpECHs ¢ MHUHHMainHa 3ary0a Ha

Ka4yeCcTBO, KaTo M3CJIeBa MUKCEIIUTE B OJIOKOBE 8X8
— T.e. 64 nukcena HaBeAHBXK. [IpunoxeHusTa Ha
¢daitmoBusit  popmar  JPEG  ca MHOrO wm
paznoobpasuu. Toit ce u3moa3Ba B MHOTO HHTEPHET
IMMPUJIOKCHUS, HO € HAMCPUJI MACTOTO CHU KAaKTO BLHB
BCEKHHEBUETO, Taka ¥ B NPOPECHOHATHUSA
npennedar. JPEG ¢aiinsT ce xomupa ¢ momorira Ha
peryimpyeM ajiropuThbM ChC 3ary0a Ha KadecTBO.
ToBa o3HauaBa, ue 3a Jla CE€ IMOCTUTHE IO-MaIbK
pasmep Ha daitma, dact or uH(DOpMarmATa Cce
m3XBEpJsI  or Hero. B  wmamkum  go3m  JPEG
KOMIIpecusiTa MOXe Ja Oblla U3KIIYUTEITHO
eexktuBHa. M3mom3BaHa MpaBWIIHO, TS HamallsBa
pasMmepa Ha ¢aiina u yiecHsBa paborarta ¢ Hero 0e3
3a0eJIeKMMO Jla BIIOIIABA KAayeCTBOTO Ha oOpasa.
Brmpexu ToBa, mpu M3Moa3BaHEe Ha MO-BUCOKO HUBO
Ha KOMIIpECHs, TMONydeHHUSIT Qaidinm Moxe [1a
ChIbpKa IIyM W HexkenaHu apredaktu. Kato ce
npuiiara mo-pucoka crened Ha JPEG kommpecusi, ce
HamansgBa pasMmepa Ha (¢aia, HO BIOIIaBa
KauecTBOTO Ha M300pakeHneTo. [Ipu no6sp OamaHc
TOM MO3BOJISIBA J1a C€ TIOCTUTHE BUCOKO KaueCTBO Ha
M300pakeHUATA TIPU MHOTO HHUCHK oOem. Hukoi
npyr dbopmar He mo3BoisiBa kommpecus 20:1 mpu
nmoctatbuHo KadecTtBo. JPEG e ornmuen u3bop B
MHOT'O Clly4aW, OCOOEHO KOraTo cTaBa Jyma 3a
CIIOKHH HM300paXCHHsS ¢ MHOTO JIETailIi U MHOTO
1IBETOBE - oTtorpaduu u ap.

3. RAW ¢opmar

3a pazsmuka ot JPEG, RAW He e
cranfgaptu3upad ¢opmar. Mmero My OyKBamHO
o3Ha4aBa ,,cypoB”. Bceku mpou3BOAUTEN M3MOI3BA
pasnnuHu crienuUKau Ha JaHHUTE W MMEHa 3a
RAW ¢opmarsr. Hanpumep mmero, xoero Nikon
M3M0I3Ba na 00o03Haun cBoute RAW (haiimoBe e
NEF ( Nikon Electronic Format), nokato Te3u Ha
Canon ce mapuyar CRW unu CR2 B 3aBUCHUMOCT OT
Mozena Ha (oroammapata. Ilpu Olimpus nMero e
ORF, Pentax ¢ PEF, Sony ¢ ARW u Taka HaTaTbK.
RAW e cypoBara wuH}pOpMamus, KOSITO HIBA
OUPEKTHO  OT  MaTpuiara  ©0e3  HHUKakBa
npeaBaputerHa o0paboTka. OOWKHOBEHO Ta3u
uHpopmanust ¢ 8, 10 wim 12 Outa Ha THKCE.
[IpenumcTBata Ha To3u (opmaTa ca rojeMH, Thi
KaTo m300pakeHneTo He € oopadboreHo. [lanauTe OT
MaTpHIaTa ce CBHUBAaT C apXWUBaTOp, KbM TSIX Ce
NpPUKpENBa 3arjlaBUe ¢ MapaMeTpd Ha CHUMKara,
MOJeJl Ha arapara, 1aTa Ha CHUMKaTa, eKCIIOHALus,
madparMa W T.H., ¥ BCHYKO TOBa C€ 3alHcBa B
¢aitn koiito ce mapuua RAW. Bcesika crneapama
00paboTKa Ha MaHHUTE CE BBPIIA OT Iporpama
KOHBEPTOD.

B RAW daiina ce cpappika gocta mHoBede
uHQOpMaKsl ~ OTKOJKOTO B €AHO  TOTOBO
nzobpaxenne. JPEG u nmaxe TIFF ¢aitnosete ot
ariapar uMar JIbJI00YMHA Ha [[BeTa § OWTa Ha KaHall.



[1-263

ToecT BCekM KaHaln ChIBPKAa MakCHMyM 256
rpaganmu Ha spkoctta. B RAW e 3anucana
nH(pOpMaIUATa, KOSITO 00onyaitHo nma 10 wim nopu
12 6uta Ha Touka, koeTo aaBa 1024-4096 rpanarumn
Ha spkocrra. ToBa JaBa TOJSIM 3amac  3a
BCEBB3MOXKHU U3MCHCHHS .

4. BujioBe KOHBEPTOPH

Ja ce Hammiie yHHBEpcalleH KOHBEPTOpP HE ¢
TonkoBa mpocto. OcHOBHUS TpoOieM e, 4e HAMa
enuHeH cTaHgapT Ha RAW naHHHMTE, W BCEKH
MPOU3BOJUTEN TH 3aMMCBa KAKTO CUETE 3a HYXKHO.
YHHBEpCATHHUAT KOHBEPTOP € JUIHKEH J1a MOXKE Jia
pa3unTa BCHYKH pPa3IM4HU (GOpMaTH M Ja 3Hae
0cOOCHOCTHTE HA  MarTpumara —  [[BETOBU
XapaKTePUCTUKU Ha (WITPUTE, Pa3MoJOKECHUE Ha
KJIeTkuTte B Marpuuata. Ilporpamara TpsiOBa na
yMee Ja YITpanojupa JaHHHUTE, MO0 BB3MOXKHOCT
0e3 3aryba Ha PSA3KOCT W MBST W Ja TH 3alliCBa B
paszauunu (Gopmatu. He e uynHo, ue takuBa 20
KOHBEPTOpPU HMMa M OOMKHOBEHO C€ Cbh3JaBaT OT
TOJIeMU KOMITaHWH, MPO(GECHOHATHO 3aHUMABAIIH
ce ¢ uudpoBa oOpadoTka Ha u3o0pakeHus. Hsxoun
OT Hal-u3BECTHUTE KOHBepTOpM Ha RAW ca:
wreruHa Ha Photoshop - Camera Raw, Adobe
Lightroom, Phase One, Capture One Pro, Bibble
Labs Pro u nip

5. Ile1 Ha exclepUMeHTA:

Jla ce olleHM eKCIIEpHIMEHTATHO W BU3YaJHO
KOW OT M300paKEeHUATA, 3aCHETH B J(BaTa opMmara
— RAW u JPEG paBat mo-ronsiMa Bb3MOXKHOCT 3a
KOPEKIIMsI Ha EKCIIOHAIWATA, KaTo Ce JOOJIMKaBat
Hal-MHOTO JIO BSIPHO 3aCHETOTO H300pakeHHE.

Que. 1. Onumnama nocmaHo8Ka ¢ KI04EH
ColorChecker Passport

OnuTHata moctaHoBkara (¢wur.1) ce u3BbpIIBa
B CTyIUiHU ycnoBus. OCBETICHHE TO CE CHCTOU OT
JIBE OCBETUTENHH Tena cbe codt Ookc. LudpoBust
amapar, ¢ KOHTO € 3acHeT HaTIopMopTa € Mapka
Canon EOS 5D MARK II. To3su momen uma
¢ynkuus mapaneneH 3amuc Ha RAWHJPEG

(haiimoBe, KOMUTO ca OOEKT Ha W3CICIBAHETO.
3acHeTH ca TpH M300pakeHUs B 1BaTa ¢opmara —
I'BPBOTO C BAPHA EKCIIOHALMS, MPEEKCIIOHUPAHO U
HEJIOCKCIIOHUPaHO. B HM300pakeHHATa € BKIIOUYCH
Color Checker Passport.

X-Rite ColorChecker Passport mpencrasmsBa
oKOOEH eTaloH 3a IIBeTHa KanuOpauus Ha uudposa
kamepa. Toldl WMa Tpu pPaOOTHH TMOBBPXHOCTU C
o0mo 50 pa3nuuHM [BETHW eleMeHTa. TeXHUTe
(dhyHKIINH ca:

e OcHoBHaTta IBeTHa TabnuIa Chabpxka 24
CHELUMAJIHO INOoAOpaHM LBETHH Kapera,
MpE/CTaBIsIBallld ~ OCHOBHUTE  IIBETOBE
(cuHBO, YEpBEHO W 3€JIEHO), TEXHHUTE
JOIBJTHUTENHU (IIMaH, MareHTa M JXBJTO),
KakTo ¥ Habop dYecTo CpellaHd B
NpUpoiaTa ChCTABHU LBETOBE IUTIOC IJIaBHA
rpajanys OT 4epHoO 10 OsuI0.

e JlombaHHUTENHATA LBETHA TaONMIA ChABPKA
26 TBETHW KapeTa, KOWTO IO3BOJISIBAT IIO-
Mpenu3Ha IpoBepKa Ha PenpoIyKIIMOHHUTE
CHOCOOHOCTH Ha M3M0JI3BaHaTa KaMepa.

e Tperara paboTHa MOBBPXHOCT Ha MpHOOpa
nMa 18% HEyTpadHO CHBO IOKpPHTHE 3a
pbueH OamaHc Ha OSJIOTO M TPEIHU3HO
oTpeelisiHe Ha eKCIIO3ULIUATA.

WsnomsBanute  Oarpmima ca  CHEKTPaIHO
HEyTpalHW W TIO3BOJSBAT KamuOpupaHe Ha
[IBETOBETE HA KaMmepaTa TMpU Pa3HOOOpa3HH

CBETJIMHHHU YCIIOBHS.

[IpaBUIHO EKCIIOHMPAHOTO W300paKEHUE Ha
¢ur. 2 e 3acHeTO MpH CIEIHUTE YCIOBUS -
ceemiiouyBcTBuTenHoct [SO 100, Onennma f 11 m
cKopocT Ha 3aTBopa 1/125 cek.

Due. 2. [lpasunno excnonupano uzobpasjicenue

[Ipeexcnonupanoro nzobpaxkenue (¢pur. 3) e
3acHeTo npu cienaute yciosws — ISO 100, 6ienna
f 5,6 u ckopocTt Ha 3aTBopa 1/125 ot cek.

Copyright © by Technical University - Sofia, Plovdiv branch, Bulgaria
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Due. 3. Ilpexcnonuparo uzobpasicenue -2
Onenou

. 0%(K) 6510 o1E

. 22% (K) uepHo none

. 37% (K) uepno noze

. 52%(K) gepHo mosne

. 67% (K) gepno mose

. 100% (K) uepHo mone
. Blue (cunb0)

. Green (3eneHo)

. Red (uepBeno)

10. Yellow (3xbaT0)

11. Magenta (myprrypHO)
12. Cyan (cunbo0).

O 01N N B~ Wi —

3amrcBaHe Ha U3MCPEHUTE OaHHU U

ChCTaBsHE Ha TabmuIy (Tadm. 1).

Henoekcronupanoro uzobpaxenue (¢pur. 4) e
3acHeTo mpu caenuute ycnosus - [ISO 100, 6nenna
22 u cxopocT Ha 3atBopa 1/125 ot cexk.

Tabnuua 1. Cmoiinocmu Ha
noremama 6 emaioHHAmMa Yeemuda
CKal, UsMEPEHU 8b8 BEPHUSL KAObD

02 |3 1
% |12 |7 0

% | % 0
2 (1)1 |1 8]0 (2|00 [0 ]2 ]2
519 (6 (2 |4 5 315
519 |1 |2 5 6 |5
21|11 (8 [0 0 |2 |0 |1 |0 |2
519 (6 (2 |4 5 7 4
519 (|1 |2 5 4 2
2 (1|1 |1 (8]0 (0|0 |2 (2 ]1]60
519 (6 (2 |4 513 |4
519 |1 |2 51910

Due. 4. Heooexcnonupano uzobpadxcenue +2

[locTposisane Ha guarpamu Ha 0Oasza

nugpoBute croitHocTH (ur. 6).

bnenou
6. MeToa Ha u3cJeaBaHe 255
240 1
WzmepBane Ha mnonera or Color Checker ]
Passport (¢ur. 5) , KOHTO € BKIIIOYEH B ONUTHATA 198
[IOCTAaHOBKAa C WHCTpyMeHTa muneta BBB Adobe ]
Photoshop: 0
105 +
90
75 1
60 1
45 1
30
15 +
0

PR N
+ +

Due. 5. Due. 5 Color Checker Passport

0% 22% 37% 52% 67% 100% R G B Cc M Y

@Due. 6. Ilpumepna ouazpama

Ha c¢urypute mno-mony mnocnenoBaTenHo ca
MIPEJICTABEHN PE3YJITaTUTE OT H3CIEABAHETO CbHC
cHuMKU. [0 BcAka egHa OT TAX € TIOCTaBeHa,
IOCTPOCHATa [JuarpaMa Ha 0a3a M3MEpPEHUTE
nU(pPOBH CTOHHOCTH, 3alMCaHN B TAOJIUIHTE.




7. RAW ekcniepuMeHT

opuruHan

caEseaBESREFEFENER

O m% % R e WM R G B € M

aoaBasashEY

O% 2% I% S% E™H 0% R G B C M Y

[HEeeKCNoHupaHo

FEazEgsciEY

% 2% W% S% M 0% R G B C M Y

Due. 7. RAW excnepumenm 6e3 Kopexyuu

RAW ¢ kopeknus Ha eKCIoHaIusITa ¢ -2, +2

opuruHan

FTI1]

oc8s8IBRREERES

D% 2% 3% W% ET% WX R G B C M Y

l}@ =

O% 2% 3% S% 6% WO R G B C MY

]

$58u8BEEEE3ESHE!

HEEKCMOHNPaHO + 2 eXpo

Due. 8. RAW excnepumenm — opucunan u ¢
Kopekyuu -2, +26nenou Ha excnonayusima
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8. JPEG excnepuMeHT

opuruHan

aBEEaERSNEY

O% 2% W% S2% EM WO% R G B C M Y

]

HEeeKCnoHupaHo

T

O% 2% % % EH 1WO% R G B C M Y

Que. 9. JPEG excnepumenm 6e3 Kopexkyuu

JPEG c xopekmus Ha eKCTIOHAUATa ¢ -2, +2

3Eaa3ER3NER

ik st
-3

H

2% W% %% 6™ 10m R G B C MY

“““ﬁ%ﬁsﬁ

- E

O% 2% 3% % EK WX R G B C M Y

NpPeeKnoHMPaHo - 2 eXpo

SRR

1 E
i

2% % % E™% W% R G B C MY

HEEeKCMOHNPAHO + 2 expo

@ue. 10. JPEG excnepumenm - OpUeUHAI U ¢
Kopexyuu -2, +2 61eH0u Ha eKCnoHayuama

9. 3akiI09eHne

OT pe3ynratuTe MONYYEHHU MPU ChIIOCTABKA Ha
UUPPOBUTE CTOMHOCTH M TOCTPOCHHUTE AMATPAMHU,
KaKTO U OT BU3yaJIHaTa OLIEHKA Ha M300pakeHUETO
ce BIXkJa, ye opurnHaita B RAW ¢opmara nma mo-
JUHAMMYHO [BETONpENaBaHe M KOHTpAacT OT
opurunana B JPEG ¢opmara.

Pesynratute OT ekcrnepuMeHTa IOKa3BaT, 4e
RAW ¢opmara naBa BB3MOXKHOCT 3a IO-ToJIsiMa
KOPEKIIsl Ha eKCIIOHAIMsTa IMoYTH 0e3 3aryba Ha
JMHAMHUKaTa Ha IBETOIPEAaBaHEe U KOHTPACT.

JPEG d¢opmata TbhpmM MHOTO MO-MajKa
KOpEKLUsI Ha EKCIOHAIMATAa W MMa rojisiMa 3aryda
Ha JUHAMHUKaTa Ha IBETONpENaBaHE M KOHTPACT
[opaay KOMIPECHsTa Ha TO3U BUI GOpMaT OILe IPU
3amuca.

Canvrinht @ hv Tacrhnical linivarecitv - Qafia Plavdiv hrancrh Riillaaria
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RAW dopMmar nmaBa OTIMYHH pe3yiaTaTH U B
nsere mnocoku, pgokato npu JPEG dopmar
KOPEKLMATa HAa HEOCKCIIOHUPAHUsI U OCOOCHO Ha
MIPEEKCTIOHUPAHUS KaJbp JaBa KpaitHo
HE3aJI0BOJINTETHA PE3YIITATH.

Cpxpanennero Ha wu3o0paxeHuss B RAW
dopmMar ¥ U3NON3BAHETO HA BCE I0-HOBH
KOHBEPTOPH 3a B OBJeIIe e JOBeJE IO MHOTO I10-
100po KayecTBO Ha IMQPPOBOTO (hoTorpadcko
n300pakeHue.
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N3CJIEIBAHE HA KAYECTBOTO I1PH POJIHUA
NJIIOCTPAIIMOHEH O®CETOB IIEYAT B YCJIOBUATA
HA KbCHU U CPEJHU TUPAKHU

BJIIAIUMUNP AHT'EJIOB

Pestome: Texnonocuunume 6b3MONCHOCMU HA PONHUSA, UTIOCMPAYUOHEH Og)cemos nevam 20
Hapeoicoam OHec KAmo HAU-8UCOKONPOU3BOOUMENHA Nedamua mexnoao2us, o0b6ocobena 6
camocmosimener UHOYCmMpUuaier na3apen ceeMenm Ha spaguunama unoycmpus. HMzeecmen xamo
heat set web offset (HSWQO), unmezpupawy 6 mexHoL02UHUME CU XAPAKMEPUCTIUKU 243084 CYUUTHA
uHCmanayus npu KoHQuUIypupare Ha NeYAMHAMa MAWUHA, MO3U neuamen cnocob ce npunaza 3a
neyam Ha  WUPOKA 2amMa Om NPOOYKMU — GUCOKOMUPAICHU JIYKCOZHU CHRUCAHUSL, GIONCKU 3d
BECMHUYU, KAMAN03U, PEKIAMHU Mamepuanu, ¢upmenu opouwtypu u m.H. Tasu neuamua mexunonoaus
VCHEWHO HAIU3A U 6 NPOU3BOOCMEOMO HA emuKemu U ONAKOBKU 6 CbOMEEMHU MUPANCHU
UHMEPBAU, C KOCMO 3HAYUMENHO PAZUUPAEA CEOSIMA NPUTLONCUMOCH.

C o021e0 ocHosHUME MEHOeHYUU 6 Neyamd, a UMEHHO NEPMAHEHMHO Pedyyupane Ha Mmupaxjicume,
BUCOKU UBUCKBAHUSL 3d KAYeCME0 HA Neyama, KAKmo U 8b3X00SWomo pazeumue Ha OueumaiHume
mexnonocuu 3a neuam, HSWO neuamvm e nocmasen 6 docma ya36uma cumyayus, Ompasaeaua ce
He2amusHO HA He2080MO NpuiodceHue u pazsumue. Hezasucumo, ue e Hatl-npouzeooumennama
MEeXHONo2Usl OM GCUYKU KOHBECHYUOHAIHU OCemosy MeXHON0SUYHU 8apUAHmu, ce nosiésiea
HeoOX00UMOCm Om ORMUMU3UPAHE HA PA3X00ume U NPUNLONCEHUEMO U NPpU CPeoHu U OOPU HUCKU
mupaxcu. Anmepuamueéama KoM HACMOSWAMA cumyayus 6 zpapuunama unHOycmpusi Halaed
OE3KOMNPOMUCHO KOHMPOTUPAHE U NOOOBPIHCAHE HA BUCOKO KAUECMEO.

KarouoBu nymu: wirocmpayuonen ponen opcem, HSWO, oesnadxcussaw pazmeop, maxyiamypu

QUALITY RESEARCH OF HSWO PRINTING IN
SHORT AND MEDIUM PRINT RUNS

VLADIMIR ANGELOV

Abstract: Commercial web offset printing technology known as heat set web offset (HSWO) is
proactive to improve continuously printing quality using high quality papers, specific inks and
printing machines equipped with gas dryer system and thus achieving a high position in the graphic
art industry. Developments in commercial web offset printing in recent years have to be made in a
difficult situation, having in mind permanent short runs. Through ongoing product evolution
resulting in a higher productivity of this printing method, it is necessary to adapt it in a real
situation according to new market trends and quality research. This means more different printing
job in middle and even short runs with the same printing quality keeping higher effectiveness.

Key words: HSWO, commercial web offset, quality research, paper wastage

1. B"bBe).'[eHHe MMPOAYKTH. He Halpa3Ho Ta3u TCXHOJIOTHUA C€

HSWO-texnonorusita ¢ wu3kimouutenHo ~ ONHCBA MHOTO TOYHO € HM3pasa ,,IIOBCYC HICH 34

13
Ba)KHA 4yacT OT rpaduyHaTa UHIYCTPUS, 3aeMaiKu pabora®. C pasmMpsBAHETO HA NPOLYKTOBHS CH
CBILECTBEH NA3apeH sl ¢ pa3sHooOpasHa rama or  AMANA30H POJHMST WIIOCTPALMOHCH O(CeT n3iu3a

Copyright © 2018 by Technical University of Sofia, Plovdiv branch, Bulgaria ISSN CD-ROM: 2367-8577
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OT paMKHUTE Ha M3JATEICKHs IeyaT M YCIEIIHO Ce
HWHTETpHpa B II€4YaTa Ha CTUKECTU U OITaKOBKHU.

Texnuyeckata W cTomaHcKa €(QEKTUBHOCT
IIPY BBBEXKIAHETO B €KCIUIOATAIMsI Ha pojiHaTa od-
cetoBa  TexHomorus (HSWO) 3aBucu ot
peliaBaHeT0 Ha KOMIUIEKC OT BBIpocH. Tyk oOT
pelaBanio 3HaYeHHE € YCHOpeoHo ¢ u30bopa Ha
leJyaTHaTa MallpHa Ja Ce pelar BbIPOCHTE,
CBBbp3aHH C MOJy4YaBaHETO Ha revaTHure (opmu,
TUNAa Ha XapTHUsATa, MacTWiaTa, JOBBPIIUTEIHATA
o0paboTka Ha neyaTHaTa MPOAYKIIHA.

N300pbT, MHCTANMpAHETO U IyCKaHETO B
eKCIIoaTalys Ha poyiHaTa ogCceToBa MalllHa,
KOMIUJICKTOBaHa € ra3oBa CYLIMJIHA WHCTAJALMA, €
eIMH OT Hal-cpirectBennure MoMeHTH. Cera
CbUICCTBYBAT pcaulla MallIMHU C TBBPJAC pa3jInvyHU
KOH(UTYpaluuu U 3a MpaBUIHUS M300p NMPH BCEKU
KOHKpPETeH Cllyyail € HeoOXOOuMO IO3HaHHE WU
aHaM3 Ha Te3W XapaKTEPUCTUKH C [Ie]1 KOPEKTHOTO
ynpasinenne. HeoOxomumo € W u3cnenBaHe Ha
[a3apHUTe M  HMKOHOMHYECKHM  (akTopu  3a
pa3BuTHETO Ha heatset medara.

Karo 1o mpobnemure, ¢ kouto TpsdBa ga
ce crpassl TpaduyHaTa IPOMHUILICHOCT, Ca OLIe 10~
CEpHO3HU 3a CEKTOpa Ha o(ceToBUS POJICH Ieyart,
BbPXY KOHTO OIPOMHO BIHMSHUE Ca OKAa3aIH
CTPYKTYpHH M LMKIMYHHU NPEIN3BUKATENCTBA KAaTO
IJI00aJIHOTO Pa3BUTHE HA MEAUHHMSA CEKTOp C
paspacTBaHeTO Ha UHTepHeT. ToBa cBUBa masapa Ha
NeYaTHU MPOJYKTH B o0JiacTTa Ha MH(OpManmsara,
pexnamara, u3gaenckus OpaHiml u ap. ObembT Ha
MPOAYKIMATA U3IJIeKIA 1€ NPOABIKU Ja Oenexu
CHaJ| TIpe3 CJICABANINTE TOANHM, 3apajyd Pa3BUTHETO
HAa OHJIAH myOJMKaNWUTe, HA pekiamara IIo
WnTepHer M mpomsiHaTa, KOSATO TOBa Pa3BUTHE
IIPEIU3BUKBA B IOBEJCHNUETO HA YNTATEIINTE.

Hpe3 IIOCJICIHUTEC IIeT TroaAnHu Cce
HabOnronaBa TEHACHUWS KbM HaMmajsiBaHE Ha
IIPOM3BOJCTBOTO Ha TFOAMIIHMIM M Karano3u. Tosa
MIPOM3BOJICTBO 00aye € M3KIIOYUTEHO BaXKHO 3a
CeKTOpa Ha POJHUS WJIIOCTPALlMOHEH OQCEeTOB
nedaT. AKO Ta3W TEHICHLUS HPOABJIDKH, LIE HUMa
HOBO IIPECTPYKTypHUpaHE, HOBU CIMBaHUA U
3aTBapsAHNd Ha TIMPOU3BOACTBA, HNPUIAPYKEHU OT
JOIBITHUTENIHO ChKpalllaBaHe Ha pabOTHHU MecTa.

ETo Kkak HMKOHOMHYECKH, COILMAJHH,
MazapHW, MAapKeTHHTOBM W JpYyrd  (akropu
MpeJHavdepTaBaT €qHO HE TOJKOBa CBETJIO ObelIe
3a posHUA odceroB medaTr. Beuuku Te3m Temiose
Ha pa3BHTHE Ca IPEANOCTaBKa 3a HACOYBAHE Ha
ycuirdaTa KbM MEPKU 3a aJalriTaius.

1.1. ChcTOsiHME HA OBJATAPCKHAS Ma3ap

B nacmoswama cmamus ce pasenesxcoam
8b3MOdICHOCMuUmMe  (0030pHO)  3a  pazeumue U
aoanmayusi va HSWO newama, xoemo e HANONCEHO
om peouya paxmopu 6 meHOeHyuu 6 epaguunama
UHOYCMpUsL. Ilpesanmusnuss ~ Kowmpon  Ha
Kauecmeomo € Nbpeu U OCHOBEH Memood 3d
nOBUWABAHE HA egeKkmusHOCmMma Ha npoyeca 8
VCLOBUSMA HA KbCUME TMUPAICU.

TeHaeHUIMUTE TpeHadYepTaHU OIle Mpe3
2012 r. ocraBar BamuaHu u anec mpe3 2018 r.
CerMeHTHT Ha pOJHUS OQCETOB HIIOCTPAIMOHEH
medaT (M3OATEICKW) TeyaT € TMpel cephuo3HaTa
3aJjaya Ha TPOMEHM B MapKETHHroBata U
THPrOBCKaTa CH TOJNUTHKA, ONTUMHU3AIUS Ha
pa3xou M KaruTalli, 3aBOIOBaHE HA HOBW Ma3apy U
HE Ha  IOCIEOIHO  MACTO  TEXHOJOTHYHA
Moau(pUKalUs C IIeJl TO-BUCOKA PEHTAOWIHOCT U
KOHKYpeHTHa crocoOHocT. Bomemm ¢upmu Ha
OBJrapcKusi IMasap, pealu3upald IMPOU3BOIACTBO
ype3 ponHUs heatset meyaT CriofensiT MPUTECHEHUE
M0 OTHOIICHWE Ha TEHICHIMUTE TpeJ Tasu
TexHoNorua. B mocnemnute roquHN ce HabIrO/MaBa
M3KIIIOYUTENICH CIaj B OTHOCUTENHHUS s, KOHTO
HSWO mneuarta 3aema kato 4yacT oT rpaduyHara
napyctpus (9-10%). Haxon ot coOCTBeHMIIUTE Ha
MPEINPUATHSA, B KOMTO TEXHOJIOTHATA € YacT OT
MPOU3BOICTBEHHUS KAMAIUTET ca pe]] AUIeMa Jia ro
3aTtBOpAT. Jlpyru, 3a KOUTO TOH € JBUKEIIa CHia, ca
M3IIpaBeHH Ipen Oe3momajHaTa KOHKYPEHIHS Ha
AITCPHATUBHUTE TEXHOJOTUU U IHMIIMHOBHUTE
IEHW B TMa3apa W HEJOsJIHAa KOHKypeHuus. B
Oopbara ¢ BcHukd Te3u HeOJarompusTHH (akTopw,
¢upMuTe 3amouBaT Ja THPCAT BapHUAHTH 34
HaMaJIIBaHE Ha Pa3XOJUTE C el MKOHOMHYECKA
peHTrabmiHOCT. Penuma oT Te3n MepKH ca JocTa
KapAWHATHA KaTo ChKpamaBaHe Ha IEePCOHA,
KOMIIPOMHCH IO OTHOIICHHE Ha MaTEepHaH, LICHU
mon cebecTtodHOCT W np. 3a gAa  u30erHar
HE)KETIaHWTE TPOMEHHU, B HIKOW TPOHM3BOJICTBA Ca
NPUHYACHW Ja TNpeHeOperHat TrpaHUIlaTa Ha
TUPQXKUTE, pa3TpaHUYaBallld JIMCTOB OT POJICH
revart, ChOTBETHO J]a 3ajaraT B MPOWU3BOICTBEHUTE
CH TNTAHOBE HUCKHU THPAXXH, KOUTO ca Hee()KTHBHU B
YCJIOBUSITA Ha POJIeH 0(pceToB rmeyar.

Criopeq1 mpoydYBaHEe HANpPaBEHO B €IHA OT
BojileniTe (UPMU B CTpaHara, B KOSTO YacT OT
MPOU3BIAOCTBEHMS KamanuteT ¢ umeHHo HSWO, 3a
MOCJIEIHOTO TPUMECECUUE Ca OTYCTCHU CIICIAHHUTE
pesynratu. (Ta6m. 1)

Kakro craBa scuo or Tabin.l maguuTe ca
JIOCTa TPEBOXKHHU.



[1-269

Tabnuya 1. Ceomuunu mupadxcu npu
PA3IUYHU NPOOYKMU 34 Nepuood

01-03.2018
[TpoxykT Makec. Mun. | Cpenen
THPaXK THPaX | THPax
(ex3.) (ex3.) | (ex3.)
Criucanust 42000 19000 | 30500
Pexnamuu 10000 3000 6500
MaTepuaIH
Broxkn 70000 25000 | 47500
dupmeHn 20000 7500 13750
KaTaJlo3H
[Ipomouunonanau | 60000 40000 | 50000
JIUCTOBKH
Jpyru 6000 3000 45000

B rpadara apyru B Tabmumara ca BCUYKH
MpPOAYKTH, KOWTO He ce KiIacupuIupar B
rOpecIoMeHaTHUTe, HO BCE M0-0CE3aeMO CTaBaT 4acT
OT TMpPOJYKTOBaTa JIUCTa Ha POJHHUA OQCETOB
wiIrocTpanuoHeH odcer. B penkn cmmyam dhupmara
CIIOJIENIA, Y€ TOTy4aBa MOPBYKH C THPAXK OT W HaJ
MOJIOBUH MIIMOH ek3eMiuisipa. CreaBa na ce
OTOENIeKN HAIMYUETO Ha CBPBXKANAIMTET B Ta3u
TEXHOJIOTHSA, KOUTO HE MOXe Aa ObJe W3ION3BaH.
Bwxna ce, e cpegHMST THpak He HaJAMHMHaBa
150 000 ex3., xkoero pediaekTupa NPUOTUIUTEITHO
okoso 500 000 ex3. 3a mMakcumanHuTe HuUBa. [Ipu
MaKkCHMaJHO HAaTOBapBaHE Ha IPOW3BOJCTBEHTA
muHus (ckopoct 50 000 06/dac), To3u THpaK MOKE
na o0pae ormevarad 3a 10-12 gaca. B TaOmunara me
ca OTYeTEeHH OTIENHH BUAOBE Ha  Taka
KJIACU(PUIIMPAHUTE TPYIH TMPOIYKTH, HO BBIPEKU
TAXHOTO pazHooOpasue ce HaOmogaBa 3aTpyJHEHUE
B 00€31euaBaHETO HA TIPOU3BOICTBEHHUS KalalluTeT.
Bcuuko ToBa HacouBa moOriiefa Ha TEXHOJIO3W W
MEHH/DKBPU B MIOCOKA ONTHUMH3AIMS C OCHOBHA IIEJT
HaMallIBaHE Ha pa3XoJWTe TMpH 3ala3BaHe Ha
JIOCTUTHATOTO BUCOKO Ka4eCTBO Ha TeJara.

2. TexHOJOTNYHO-KOHCTPYKTHBHA CHITHOCT

Ha HSWO
B TEXHOJOTNYEH acCIIeKT HSWO
TCXHOJIOTHUATA HOKpI/IBa OGHIOBEUII/II[HI/ITG

CHelM(UKN Ha TPATUIMOHHUS O(CETOB Ieyar.
ToBa ca: TuiockaTa meyatHa (GopMa, HHIUPEKTHHUSAT
TpaHChep HA MACTHIOTO Ype3 MEKIUHHO 3BEHO
(rymMeHO O(CETOBO IUIATHO) M HAJIMYUETO Ha
OBJIAXHSBAI pa3TBop. PomHMAT odceT Tyk ciensa
Ia ce Tompa3dmpa, UYe BCHUYKH IIOJICHCTEMH Ca
IyOmupaHW B TeYaTHATa CEKIUs B T. Hap.
KoHurypamuss Tyma cpemly ryma. ToBa
3HAQUUTETTHO YBeJIWYaBa IPOU3BOJUTEIHOCTTA KaTO
eTHOBPEMEHO Ce€ TieJyarar JuIe W TIphOd Ha
XapTHUEHaTa JICHTa, HO OT JIpyra CTpaHa yCIOXXKHSBA
mpolieca U KOHTPOoJIa MpY NOAIbPKaHE Ha TIOCTOSHO

KadecTBO, OMBbH Ha XapTHATA W OCHUTypsBaHE Ha
cTabwIIeH IIeYaTeH MMpoIIec.

ET0 1 HIKOM TEXHOJOTMYHU OCOOEHOCTH Ha
tpaguunonauss HSWO neuar:

- yHUBepcaHu heatset megyaTapcku MacTHIIa
C  ONTUMAajHa  PEOJIOTHS, IETIUBOCT 10-12
(MHKOMETBp); BHCOKa HWHTEH3MBHOCT, C JOOpH
CBhXHEIIN CBOMCTBA;

- QJIKOXOJIEH OBJIaXKHsBal] pa3TBop ¢ pH- 5
— 5,5, ¢ pasxon Ha IPA-8-9% u moGaBka KbM HETO
2-3,5 %;

- eNeKTPOIPOBOANMOCT Ha
oBnaxkHsBamus pasteop 1200 — 1500 uS/cm; o6ia
TBBPAOCT HA H3MON3BaHara Boma: 5-15°D;
XUAPOKApOOHATHO CHIBP)KAHWE HA BOAaTa: B
unTepBana 50 no 250 mg/l;

- TeMIepaTypeH MHTEpBAJ HA CyIIMIHATA
nent: Bxox-u3xox 180 — 1150C;

- OXJIaKJaIla CHCTEMa OT BaJIIIH;

- CHWJIMKOHOBA CHCTEMa;

- BB3MOXKHOCT 3a 3aJlellBaHe W IINEHE C
TCJI HAa TOTOBUTEC CI'bHATHU KOJIN.

I'maBHUTE CHCTABHM YaCTH Ha €{HA POJTHA
odceToBa neyaTHa MalinHa, KOHPHUTYpUpaHa 110
cxeMara ryma/ryma, ca
CJICTHUTE:
1.Ponoabpikaten U XapTUEHO-ITPOBOASIIA
CHUCTEMa;

2.IleyatHn CEKIIMU C MacTHJIEHH K
OBJIAKHSIBAIIA amaparu
3.CymnnHa  menp u OXJIaXK Al BaJIALHA

4.@ann-anapaT, HaBUBaHE Ha poJia U JIUCTOBO W3-
BEXKIIaHE
5.3agBmKBane
6.Kontponnu ycrpoiictBa

PonmanTe amapatm ce KOHCTpyHpar 3a
ABTOMaTHUYHA CMsSHa Ha pOJIMTE TpH paboTHA
ckopoct Ha MammuHarta. [Ipu ymotpeba Ha porna c
nuamerbp okosio 1200-1400 mm oT enHa pona
Morar na ce ornedarar cpearo okono 30 000 exs.,
KOETO KOJHMYECTBO € JOCTaTh4YHO, 3a Ja Oble
CIIpsiHa MaIllMHaTa 32 MHEHEe Ha TYMEHHTE IUIaTHA.
[Tpu paboTa ¢ XxapTuu, ¢ HamMajeHa CIIOCOOHOCT KbM
IMpamicHe, HJIN Inpu HaJIn4ue Ha
MpenKIuMaTH3upaHe, MalliHaTa MOXe Ja ce
KOMIUIEKTOBA C JIBOMHA WJIM TPOMHA pOJIHA 3BE3]la C
aBTOMaTH4HO  3aienBaHe  (auto-paster).  Ts
MO3BOJIsIBA CMsSHAaTa Ha pONUTE Jla CTaBa
aBTOMATHYHO Oe3 HamaisiBaHe pabOTHATa CKOPOCT
Ha ManiygHara.

[IpenxnumaTH3upaHeTo € MpoLec, eI
BB3MOXKHO Hali-BUCOKa CTCINEH Ha 00e3mpaliaBaHe
Ha xaptusaTa. KojakoTo mo-Majgko mpax MMa BBPXY
XapTHUsTa, TOJIKOBA TO-PAJKO € Ce Hajara fJa ce
cupa 32 MHEHE Ha TYMCHHTE  IUIaTHA.

C momomira Ha BaJiOBE OT MPOBOAAIIATA
cucreMa, cyOCTpaThT ce TMojaBa B IeyaTHATA
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cekmms. 3a Ja ce TapaHTHpa  CTaOWMITHO
NpeMHHAaBaHE Ha XapTUSATa OT CEKIUS B CEKIHUS U
3a Oa ce M30ArHAT MEXAWHHHUTE HAampaBisBaIld
BaJSIIM, KOETO € KpalHO HEXeNaTelaHO NpH Ieyat
BBPXY IWUTMEHTHO TOKPHUTH XapTHH, JBaTa
o(ceToBH HMIMHABPA B HSAKOU CIIy4ad HE ca TOYHO
€/IMH BBPXY APYT, & ca U3MECTEHH IO BepTHKaIaTa
Ha okouo 10°.

dopMeHNTe HIMHIPU c€ KOHCTPyHpar 3a
0,30 = 0,35 mm nebenuHa Ha mevatHata (opma C

KaHajHa 30Ha 3a 3akpenBaHe 12 + 15 mm, a
odceropure — 3a 1,90 + 2,50 mm nebennnHa Ha
TYMEHOTO IJIaTHO.

KeM wmammHuTe Ce AOCTaBAT CHOPBHKEHHSA 3a
npeaBapuTesHa oOpaboTka Ha medaTHUTE POpMHU U
ryMeHH  IutatHa  (orbBaHe, — mepdopupane,
3aKpernBaHe KbM ILIAHTHTE U [Ip.), KOETO OT CBOS
CTpaHa II03BOJISIBA CBILECTBEHO HaMaJIsiBaHE Ha
HEOOXOAMMOTO 3a MOATOTOBKA BpeMe. 3a Mmo-0bp30
MOCTUTaHEe Ha >KEJIaHWs IMacep, IMOJOXKECHUETO Ha
(dbopMeHnTE LMIMHAPU MOXE Ja C€ M3MEHS U 10
BpEMC€ Ha JIBWKXCHHUC! OOMKOIJIHUST PETUCTHD Ha
360°, cTpaHMYHHUAT pPETHUCTBP Ha +5 mm, KOCO
u3zMectBane (cocing devic) +0,125mm.

[loBeyero MammHM HMaT MHOTO Jx00pe
pa3Butu MactuieHu amaparu ¢ 10 go 18 Bamska, ¢
MUHHMYM 2, a OOMKHOBEHO 3 HAHOCHH Balla C
pasnuueH nuamersp. llpemaBaHero Ha MacTUIOTO
CTaBa UM MHOTOCTEIIEHHO, WK C U3I0JI3BAaHETO Ha
HaOpa3acHH MIPEHOCHH BaJIAIIH, MaIu
CaMOCTOSITEIHO IUJIaBHO H3MEHSEMO 3aJIBH)KBAHE.
PasrpuBHHTE BamAnM Ha MHOIO MAIIMHM ca

NPEeNBUICHA 32 BOJHO  OXJAXIaHE, KOETO
MpeloTBpaTsiBa C€BEHTYAHOTO HM3MCHEHHE Ha
peoyorusiTa Ha  TMEYATHUTE  MacTHia  MpH

W3MOJI3BAaHETO HA BHCOKH PAa0OTHH CKOPOCTH.
OBnaxHsABAIIUTE amapaTd ca  KOHCTPYUPAaHU
OOMKHOBEHO C 2 HAaHOCHM BaJsKa TPH Pa3IMIHU
IyKTOPHH CHCTEMH, OCHTYPSBAIlH MPELU3HOTO
OBJIAXHsBaHe Ha medyarHata ¢opma. KpMm Bcska
IIe4yaTHa CCEKIUg HMa OTACIHAa BOJAHA IIOMIIa C
dbunTpw.

IIpy meyaT Ha MHOrOIBETHA MPOMYKIHS
BBPXY XapTHUH C HHUCKAa BCMYKBalla CIIOCOOHOCT €
3aBJDKUTENTHO KOMILUICKTOBAaHETO ChC CYIIMIIHA
MHCTAJAlUs W OXJaXIAlM BaIHM. B cymmnsaTa
XapTUsTa ce MpeKapBa IMpe3 30Ha C OTKPHUT ra3oB
IUIAMBK, CIIel KOETO ce O0QyXBa C HaropeleH
BB3IyX. B pe3ynTar Ha TOIIIMHHOTO BB3IEHCTBHE
MacTHJIOTO H3ChXBa [0 CTeNEeH, I03BOJIsIBaIIa
CT'bBaHETO Ha MPOIYKIHMsATA BBB (anm-amapara Oe3
HapyllaBaHe LEJOCTTa Ha MaCTWICHUS OQUIM H
KomupaHe. 3a /Ja ce MpuAane Ha XapTHATA, CIex
W3JIM3aHETO U OT TeliTa, I’bpPBOHAYalHaTa
eNIACTUYHOCT M 3[paBHHA, € HEOOXOAMMO TS Ja ce
OXJIaJ¥ 710 HOpMaJIHa Temiieparypa. ToBa craBa npu
NPEMHHABAHETO U Tpe3 CHCTeMa OT CIeHHaTHH

OXJaKIAIly BOJHU BajoOBe C TOJSAM JUaMETBp —
300 =+ 400 mm ), KOUTO Ce€ OXJaxaaT ¢
BojonpoBogHa  Boaa.  (OCBEH  OXJIaXKIAHETO
BaJIAIMTE CIYXKaT U 332 CTa0MIIM3UpaHe Ha XapTHATa
mpeaw  TMojaBaHeTo U BBB  (hamr-amapara.

[Ipon3BOACTBEHUTE BB3MOKHOCTH Ha €IHA
poiiHa o)ceToBa MAIIMHA B TOJISIMA CTEIICH 3aBUCST
OT THUNAa W KOHCTPYyKIMsTa Ha (amni-amapara. B
MOBEUETO CIydyal MAIIMHUTE OCHTYPSBAaT Cr'bBaHE
Ha (yHHMs, KIamaHHO, HOXOBO U  JIBOMHO
napaseHo.

EnepreTnyHoTO BB3ACHCTBUE, HA KOETO CE
mojjiara XapTUsara B CYLIHIIHATA, HEe Tps10Ba 1a Oble
moBede oT 1 - 1,2 s, koero ce ompeaens OT
ckopocTTa Ha  gBmkeHue  (8-9m/s). Bucokara
temmepatypa (180-220°C) u aBnrumar mpecroii B
MeniTa Morar ja Obpaar naryOHuU 3a MPOAYKTa, KaTo
€ Bb3MOXxHa aedopmanus. CHINKOHOBATa CUCTEMA,
KOSATO paboTH ¢ paspeneHa 10 OIpeaciicHa
CTETIeH CHIIMKOHOBA eMYJICHS, CITyXH 3a
OKOHYATEeNTHO (UKCHpaHe W 3aledyarBaHe Ha
MAaCTHJICHOTO H300pakeHWE M B M3BECTHA CTEICH
nusurpasa OydepHa poiisi 3a NpeAoTBpaTsIBaHE Ha
CTaTHYHOTO EJEKTPUIECTBO.

KbM oOe3nevaBaHeTo Ha Ta3W TEXHOJIOTHA
ce BKIIIOYBAT IIMPOKA rama OT cyOcTpaTu Ha Oa3a
pa3iMYHU BUAOBE BHCOKOJOOWBHU BIIAKHECTH
MaTepuan - TEpPMOMEXaHUIHA "
XUMHKOTEPMOMEXaHHYHa Maca B KOMOHWHAIHUsA C
pEeLMKIMpaHd BjlakHa M 1p.). ToBa ca OCHOBHO T.
Hap. LWC— xapTun ¢ Hucka Maca Ha MUTMEHTHOTO
MMOKPHUTHE U cynepkananapupanute SC xapTum 6e3
MUTMEHTHO TIOKpUTHE. [IpUIOKEHUETO Ha Te3U
BUJIOBE XapTUHU 32 BUCOKOKAYECTBEH pOJICH IeYar
Ha JYKCO3HM CIIHCaHWS, Karajio3u © JApYyTH
peKIaMHHA MaTephalli Ce HAIOXH W H3MECTH

TPAIUIIUOHHUTE  MUTMEHTHO-TIOKPUTH  XPOMOBH
XapTHH Ha [eNTyJI03HA OCHOBA.
Taxka 00001mennTe TEXHOJIOTUYHU

CHCI_[I/I(i)I/IKI/I ca TCOPECTUYHO NPCANOCTAHOBCHH, HO
TE HE ca KOHCTAaHTHH. BakHo e na ce oTOenexu, 4ye
NPy TPWIOKEHHETO Ha TEXHOJIOTHSTa, TE Ce
000co0sIBaT MO pa3iNdeH HAYWH, KOETO B HSIKOU
cllydan MOXe Jla HaroBapu ceOecTOWHOCTTa Ha
MPOIYKTA.

3. KayecTBO Ha 0THEYATHKA B YCJI0SIBUATA
Ha HSWO neuara

KauecTBOTO Ha TOTOBHSI TPOAYKT € OT
MIBPBOCTETIEHHA BAXXHOCT, KAKTO € OOMKHOBEHO B
revyaTrHaTa TEXHOJIOTHA. B TO3M cMUCHII BaXKHO € /1a
0TOENEeKUM pOJIsiTa Ha cyOcTpaTta, KOMTO OCBEH, 4e
cheraBnsaBa okosio 70% oOT meHooOpa3zyBaHETO Ha
KpaiiHUsI TIPOAYKT, € OCHOBHA XapaKTEpHUCTHKA 3a
MOCTUTAaHE Ha BHCOKOKAYECTBEHH MapaMeTpH.
OCHOBHHTE THUINOBE XapTHM 3a IIe4aT, KOWTO ca
XapaKTepHH B Ta3W TEXHOJIOTHA, KAaKTO CTaHa SICHO,
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ca SC m LWC xaptunte, HO TOBa CBHBCEM HE
u34eprBa MIMpoKaTa rama oT cybOctpatn. B Taszm
rpyna ce BkJItouBaT u xaptuu karo MFS, MFC, NP
KaTo B TOBa YHCIO M TMOMOOpPEHM BECTHHKAPCKU
XapTuu. 3a Ja ce aHaJIuW3upa KadecTBOTO Ha
oTreyaTbka C€ W3MOJI3BaT pe3ydTaTd oOT JIBe
U3CJIeBaHUS HANPABEHU BBPXY PA3JIMYHHM THUIIOBE
xaptust. B Tabm. 2 ca gageHn XapaKTepUCTHKH Ha
OTJICTHUTE XapTHUW M3MOJ3BaHU TPU KadeCTBEHUS
KOHTPOJL.

Tabnuya 2. Xapaxmepucmuxu Ha
munoeeme Xapmusi UsNOJI36aHU NPu
KOHMPONIA HA KA4eCmeo

CgoiictBa/ | [ToBBpX- Maca | benora | He-
Xaptuu HOCT [g/m’] | ISO Ipo3p.
[%0] [%]
NP cymep 45 60 91
KaJIaHJIp.
SC rimadymar | 50 70 93
LWC rimaarymar | 70 80 95
MWC rimaarymar | 80 85 97
MFC catunup.a | 60 75 94

KoHTpombT Ha KayecTBOTO € HaIpaBeH Ha
0aza penuma wW3MepBaHWs, CHOTBETHO Ha SID
(omTHYecka IUThTHOCT HA TUTBTHHU TOJIETa), I[BETOBU
KOOpZOHATH 3a W3rpa)kJIaHe Ha I[BETOBH OOXBAaT,
DG-HapacTBane Ha pacTtepoBus eneMeHT u K-
OTHOCHUTEJICH KOHTPACT.

Our. 1 IOKa3Ba CTOMHOCTHUTE Ha
ONTHUYECKUTE IUTBTHOCTH, CBOTBETHO 3a cCyan,
magenta, yellow u black, npu pasnuunu THIOBE
xaptusi. OT rpadukata ce BUXKJA, Y€ XaPTHHTE C
Mo-700pY MMOBBPXHOCTHH XapaKTEPUCTHKH, Maca Ha
KB. METHp M pa3iIMdHa CTETEeH Ha 00JIaropojsBaHe,
PpenpoIyIpaT MO-BUCOKH CTOMHOCTH Ha ONTUYECKA
IUTBTHOCT.

Density
2
15 m NP
1 - mSC
LWC
0,5 -
EMWC
0 .
Cyan Magenta Yellow Black

@Due. 1. Onmuuecka nIbMHOCH RPU PAZTIUYHU
xapmuu omnewamana ¢ HSWO

NP (momoOpena BectHukapcka) u SC xapTUuTe ca
HHUCKOTPaMa)XHU 0€3 MUTMEHTHO MOKPHUTHE, KOETO

I'M XapaKTepu3upa ¢ MO-HUCKA CTEIEH Ha 0eoTa u
KaTo IJI0 MO-HUCKO KAauecTBO Ha OTIEeYaThKa B
cpaBauenne ¢ LWC u MWC. Te ot cBos cTpaHa
CBLIO Ca HHUCKOTPAMAaXXHM, HO C HUTMEHTHO
MOKpUTHE ¢ pasznnyHa Maca (Hucka-LWC, cpenna-
MWC). ToBa e OCHOBHUSIT (haKTOp JaBai] MpeBec
Ha Ta3W Ipyna XapTuu U B yacTHocT Ha LWC npu
[0-BUCOKOKAYECTBEHUTE NPOLYKTH OTIEYATBAHU
Ype3 poJTHHUS 0CETOB MIIOCTPAIIMOHEH TTeYar.

Ha 6a3a KOHTpOJIHUTE CKall BBbPXY OTHEYATAHUTE
HNPOAYKTH Ca M3MEPEHU LBETHH KOOPAMHATH Ha
TUTBTHUTE TIOJIETa 3a BCEKHW oTheneH mBsT. Cren
U3MEPEHUTE L'a’b’ croifHOCTH € W3YHCICHA H
nBeToBara pasnuka AE.

SC LWC

MWC

Due. 2. L[semosu 0bxeam HA pa3IuUdHU MUNose
xapmus 6 heatset neuama

Ha ©0a3a pesyarature TMOCOYEHH OT
M3MEPBAHETO Ca MOCTPOSHU M I[BETOBHTE OOXBATH
Ha Tpute THma xaptus (MFC, LWC, MWCQC),
nmokazaun Ha @Dur.2. Tes3um uBeroBH 00XBaTH
neUHUpPAT  BB3MOXKHOCTUTE  HA  OTACIHUTE
cyOcTpaTu 3a TO-IIMPOK JWAana3oH Ha I[BETOBATa
PETIPOTYKITHSI. Jlocturnarure MaKCHUMaJIHH
CTOMHOCTH, KOUTO CE OTUUTAT MO KOOPAMHATHUTE HA
rpadukara,  [OKa3BaT  BHUCOKOTO  KauecTBO,
MMOCTUTHATO MPH heatset medaTta u ycropeHo ¢ ToBa
JlaBaT BBH3MOXKHOCT 3a aHajlu3 Mpu u300pa Ha
XapTUs CHOpell W3HCKBaHMATA 332 ChOTBETCH
MPOAYKT.

3a To-ITBJICH aHAJM3 Ha KadeCTBOTO, CJE
M3MEpPBAaHE HA KOHTPOJHUTE CKajdd Ca OTYCTCHH
onTudeckute IIbTHOocTH (SID) Ha TUIBTHH U
MOJYyTOHOBM Tojieta. Te3n CTOMHOCTH JlaBaT
BB3MOXKHOCT 32 M3YHCIISIBAHE HA JIOKAJICH KOHTPACT
KaTo OTHOIICHHE HAa KOCPUIIMCHTUTE Ha JBE
chcemHu Tojera. OTHOCHUTENHUSIT KOHTpacT ce
ompenens o GopmyraTa:
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K[%] =>225.100 (1)

Ksaero: Dv- onrtnuecka masTHOCT Ha 100% mose

Dr- ontuyecka ITBTHOCT Ha TMOJYTOHOBO
rmoJie, 3a TPENIIOYHMTaHe ¥4 pacTepoBa IUTBTHOCT
(70 % mome)

Taonuya 3. Cmotinocmu na SID u K
npu pasiuiHa pacmeposa NibmHOCm

SID — 100% none SID — 70% mone
SC | LWC | MWC SC | LWC | MWC
1,2 1,4 1,6 09 |1 1,2
Cyan
1 1,2 1,4 0,7 109 1
Magenta
0,8 1,2 1,3 0,6 | 09 0,9
Yellow
1,5 1,7 1,8 L1 | 1,3 1,4
Black
K [%] — oTHOCHTENEH KOHTpacT
SC LWC MWC
36 28 25
Cyan
30 25 28
Magenta
25 25 25
Yellow
26 23 22
Black

Ot Tabauna 3 sICHO ce BIIKIAT CTOHHOCTHUTE

34 OTHOCUTEIHMS  KOHTpPAcT Chb3JaJ€H IIpHU
[[BETOBaTa pENpPOAYKLHUS BBPXY CHOTBETHHUTE
cyoctpatu. Ilonmydyenure pe3ynTatd  IOKas3Bat

ONTHUMAJHOCT B KOHTpacTa, KOWTO AONpUHACSA 3a
ISUIOCTHOTO Ka4eCTBO W IMO-00PO BB3MPHUATHE HA
TOHAJTHOCT, Tpajanus ©  JCTAlIHOCT  Ha
OTIEeYaTaHUS MPOJYKT.

B mbpBUTE TpH TOYKM Ha HACTOSIIUS
JOKNan ce jAepuHUpaT KOHCTPYKTHBHara U
TEXHOJIOTMYHA CBIHOCT Ha MIIIOCTPALIMOHHHS
poJieH odceT, KaKTO U HEYCIOPUMOTO MY KauecTBO
Ha meyata. Benuko ToBa Moke na Oblie pasriieaHo
Y TO-TJ00AJTHO OT TJIEJHA TOYKA MPUIOKESHUETO Ha
TEXHOJIOTHSATA B IEYaTHATa WHAYCTpHUs. ToBa OT
cBos cTpaHa Hapexna HSWO mewata cpen
TEXHOJIOTMUTE MOAXOAAIIN 3a I€YaT Ha CPEAHUTE U
Hail-Beue  BUCOKH  TUpaxH.  V3KIIOYUTENHO
BHCOKAaTa MY TMPOWU3BOJUTEIHOCT IO TPaBH
1esecb00pa3eH IMEHHO B TO3U CEKTOP.

3akioueHmne

3a apgantanua Ha HSWO
UUKIMYHUTE  OpaHIIOBH

Kounenmnus
TEXHOJIOTHUATA  KBbM

MpOMEHH €  paslmiipsBaHe  JWama3oHa  3a
IIPUIIOKECHUC U 6’bIIeHIO Pa3BUTUC HA TEXHOJIOTUATA.
O630pbT MOKa3Ba, Y€ € HAJOXKAIIO0 J1a CE THPCSIT
BapWaHTH 32 TEXHOJOTMYHA ONTHMH3ALHUSA C JBE
OCHOBHHU  IIeJIM, CHW)KaBaHEe Ha  pa3XxOJuTe,
PECIEKTHBHO MO-HUCKa CEOSCTOMHOCT Ha MPOIYKTa
Y TIOJUIbP’KaHE Ha BUCOKO KaueCTBO, KATO OCHOBEH
KOHKYpEHTeH (paKkTOop B yCIOBHSITA Ha peAyLUPaHU
THpaXHU cToWHocTh.  llpegmmcrBara Omxa ce
peanu3upaiy B CIEAHUTE acleKTH: pa3liupsBaHe Ha
TUPOKHUTE WHTEPBAIA KBbM O0JIACTTa HAa KBHCHUTE
CepuH; MOBMILIABAHE HA KAYCCTBOTO; HAMAJISIBAaHE Ha
mpoucHTa Ha MaKyJaTypuTe, HaMalldBaHC Ha
o0muTe pa3xou 3a 1nevaTa, B T. 4. HaMallsBaHE Ha
TEXHOJIOTHYHOTO BPEMETO 3a IIOATOTOBKA Ha
IeyaTHUs IpoLec.

W3BOabT €, 4Ye WIIOCTPAIMOHHUST POJICH
ojceToB Tmeyar uWMa CBOETO OBJemEe Karo
TEXHOJIOTHA C TONSM  KalanuTeT W Hail-Bede ¢
OrPOMHOTO CH  TOJE€  3a  TEXHOJOTHYHHU
HOBOBBBEJICHHA. ToBa € JIOKa3aTelncTBO, uYe
OpJemero Ha Ta3W TEXHOJOTHS, II03HAaTa Karo
HSWO, 06e3criopHo € mOCTaBeHO Ha WBTS Ha
MPOMEHUTE 33 ONTHMHU3ANUS C OCHOBEH MOTHB
3ama3BaHe WM IIOBUIIABaHE Ha KadecTBOTO Ha
I[BETOBA PEIPOTYKITHSI.
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CONCEPTUAL IMPACT MODEL OF PROCESS MANAGEMENT
ON THE MEAT INDUSTRY ENTERPRISES IN BULGARIA

TONI MIHOVA, VALENTINA NIKOLOVA-ALEXIEVA, MINA ANGELOVA

Abstract: The survey puts lots of emphasis on an approbation of a conceptual model for
evaluation of influencing factors on the BPM activity of Bulgarian meat-processing
enterprises, which allows to determine the direction and magnitude of the impact of BPM
on their innovation, efficiency and competitiveness.

Key words: Conceptual Model, Business Process Management-BPM, meat-processing

enterprises, reengineering, Six Sigma Lean

1. Introduction

The main problem facing meat processing
plants is related to the effective management of
their processes. Another problem is their
insufficient competitiveness [1], [2], [3] due to the
fact that most of them are forced to solve their
current problems, especially in the years of severe
financial crisis and afterwards, rather than
concentrating its efforts for its strategic
development [2], [8], [9]. This problem is also
based on the inadequate ability to document and
manage the main and auxiliary processes in the
meat industry [2], [3], [9], [11].

The study supports the thesis that using the
concept of business process management - BPM in
the meat industry enterprises is a process approach
that makes businesses more mature in their
processes. The approach implements the best
management Systems, principles, tools and
techniques for documenting and managing
processes, building a process architecture of the
enterprise, and implementing it is a key success
factor.

The purpose of the study is to reveal the
dependencies and relationships between various
factors of the management of business processes in
enterprises of meat industry and their impact on the
innovation activity, efficiency and competitiveness.

In order to achieve this goal, a survey was
carried out in 156 different sized, state-owned and
owned enterprises in the meat industry on the
territory of Bulgaria in the period between February
2017 and October 2017. 138 of them completed the
survey cards in full and provided an adequate
response to the BPM tools they wused, the
innovations that implemented and evaluated the
factors. Moreover, there is sufficient information
about their financial position in the Commercial
Register for the period 2009-2016.

The classification of enterprises by various
signs shows their diversity and wide coverage. The
following materials and methods were used in this
study:

Target population - small, medium and
large enterprises in the meat processing industry.

Method for collecting empirical data and
tools - a personal interview with a paper-based
questionnaire developed according to a specialized
methodology [3],[7],[8],[11], incorporating the
latest concepts in BPM, [1], [6], [7] Reengineering
[4], [8], Six Sigma Lean, Redesign, TPM, Kaizen,
"20 keys", "5S" and Outsourcing of Business
Processes.

Sample type - zoning (stratified) sample.

Sample volume - 156 meat industries
responding positively to the invitation to participate
in the interview. Data from AMB, BSAF and BIA
[5] were used as baseline data for the general
population.

Scope of respondents - executive directors,
financial managers, project managers, IT managers,
external and internal consultants, experts.

Method for empirical data processing and
tooling - SPSS 14.0.

2. Methodical conditions

A description of a methodological approach
aimed at defining the main steps and
interrelationship of the results from an empirical
survey of business subjects from the Meat
processing sector in Bulgaria is proposed.

The main objective of the approach is to
present a system for assessing the impact of an
identified complex of factors influencing the
efficiency, innovation and competitiveness of meat
processing enterprises at sectoral and regional level.

The following stages are included:

Stage 1: Investigation of localization factors.
The purpose of this phase of the study is to
investigate the views of economic operators, the

Copyright © 2018 by Technical University of Sofia, Plovdiv branch, Bulgaria
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status of localization factors in the region, and how
many of these factors influence the impact of
process management.

The main outcome of the Stage 1 analysis is
the formulation of a Primary profile of enterprises
applying process management as a basis for the type
of applied management approaches (functional,
resource, process) and business strategies (to
produce a new product, to expand production
capacity, improving quality, increasing market
share, etc.), as it illustrates, albeit indirectly, the
direction of the enterprise's innovation activity.

Stage 2: An exploration of maturity in terms
of its processes. This stage complements the
analysis and the results of the previous stage in the
following aspects: while preserving the objective,
the tasks and the general set of the survey introduce
additional criteria to the subjects surveyed;
modifying the consultation tool to fine-tune the
thematic focus. On the basis of the findings from
Stage 2, the main result is achieved: formulation of
the intermediate profile of the enterprises with
introduced process management. The account
includes information about process management
tools, innovation activity, financial performance,
and competitors' business process advantages, and
gives feedback on which processes are more
mature, what advanced process management
approaches they use, what management software
they use , what is their innovative potential, what
innovation strategies they use, what are the factors
influencing efficient process management, which
leads to increased innovation activity and increased
competitiveness and which of these factors
influence the localization and strategic direction of
these enterprises.

Stage 3: Survey of Influential Factors on
Business Process Management. At this stage of the
methodological approach the analysis deepened on
defining the extent and strength of the impact of
influential factors. The outcome of the Stage 3
analysis is the definition of the Integrated Enterprise
Profile, which shows the factors with their impact
on the various meat processing companies,
according to their process maturity, innovative
activity and degree of competitiveness.

The main result of the overall application of
the described methodological approach is the
possibility to derive a conceptual model describing
the impact of the factors influencing the efficiency
of the process management in the surveyed
enterprises. The conceptual model presents the
logical framework of the steps for the proposed
solution, namely:

Step 1: The starting point for research and
evaluation is the definition of Business Process
Management (BPM) as a dependent variable.

Step 2: Exploratory hypotheses are
formulated.

Step 3: A correlation analysis follows, which
determines the strength and direction of impact of
the influencing factors.

Step 4: Using a regression analysis to
measure the level (power) depending on the
selected (dependent) variable by changes in the
independent variables i.e. demonstrated in the
presence of dependency.

Step 5: Check the significance of the
hypothesis describing dependence and draw
conclusions.

Approbation of the model in its part
concerning the definition of dependent variables
and compiling research hypotheses within this
survey is the following:

Dependent variable - BPM is determined by
the level of process maturity of enterprises; from the
applied process management toolkit; of the
innovative solutions used so far and the frequency
of future application of the different types of
innovation; by the type of technology being used;
the development of the market environment and
access to skilled human resources.

Independent variables - Possible factors
influencing the thematic blocks of the
questionnaire.

Formulation of hypotheses - Based on the
preliminary statistical analysis, the following
research hypotheses are to be examined:

H1: Business Process Management (BPM) is
directly related to the business start-up period, its
capital structure and process maturity level; the
reasons for starting the enterprise and the
availability and implementation of strategic
planning documents in the enterprise; the adequacy
of process management tools used; from the
introduction of teamwork; from the qualification of
managers;

H2: BPM is proportional, depending on:
the expansion of business entities; positive attitudes
towards the development of business units and the
region in which they operate; innovation activity;
experience in previous innovation projects;
interaction between different types of innovative
solutions; the possibility of joint projects with a
business entity from another industry or competitor;
inadequate provision of production and technical
staff; of new technological solutions; from creating
a competitive advantage;

H3: BPM is heavily influenced by access to
qualified human resources; appropriate placement
locations; developed transport; support programs;
the development of the market environment and the
growth of business users; the productivity and
efficiency of the business entity; of organizational
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culture; the introduction of environmental
standards; from sustainable development initiatives;
H4: BPM is less influenced by the state of
production, transport and social infrastructure; the
assessment of local government activities.

3. Basic results of the empiric survey

Taking into account the peculiarities of the
market and the characteristics of the production
process of the enterprises, the survey and analysis
were carried out separately for each subsector of the
meat processing industry - ‘poultry’, 'slaughter-
houses', 'meat processing' and 'minced meat and
meat preparations'.

It is assumed that the sub-sectoral affiliation
of enterprises is determined by the predominantly
produced output (more than 60%). Through this
analysis a complete picture of the status and
development of BPM in the meat processing
enterprises is being developed. As a result of the
analysis of the state of the meat processing industry
and the number of respondents who responded
adequately and completely to all questions, the
authors conclude that, from the point of view of
BPM, it is more appropriate to group companies by
market segments i.e. the study should continue to
regroup the participating enterprises in the market
survey. After sifting the enterprises that do not
apply the BPM tools and do not complete the
questionnaire, the number of enterprises is reduced
to 72 and the classification of the enterprises in the
sample is as follows (see Figure 1):

The main object of the three-step empirical
study is to bring out summary analytical
characteristics of the studied meat processing
plants, with the focus of the analysis being to define
their level of maturity in terms of processes and the
influential factors that affect an effective BPM. In
order to achieve this goal, it is proposed to produce
a corresponding profile (primary, intermediate, and
integrated) after each study step of the surveyed
enterprises to present specific elements of their
activity.

The primary profile of the enterprises
differentiates them according to the degree of
process maturity in the meat processing subsectors,
according to their business profile, legal-economic
form, their localization in the territory of Bulgaria
and their innovation activity in five groups: "2nd
level of maturity"; "2-3 level of maturity"; "3rd
level of maturity", "3-4 level of maturity" and "4th
level of maturity".

e waterfowl -10 pcs; processed meat - 17
e chicken -10 pcs; beef and veal - 10
ered meat - 25 pcs

* Sofia District - 16 pcs; Plovdiv region -8; Haskovo

-4; V.Tarnovo -4;

e Pazardzhik -3; Razgrad -2; Dobrich 2; Pernik-2;
St.Zagora -2; Targovishte - 2

* Blagoevgrad -1; Bourgas -1; Varna-1; Pleven-1;
Rousse-1, Yambol-1, Lovech-1

By territory

eup to 10 employees -0; up to 50
employees -14 pcs;

e up to 150 employees -48 pcs; over 150
employees -10 pcs

¢ Sole Proprietorship-3 pcs; Sole Ltd -19; Ltd

Organizational-
legal form

-3 0pcs
e Joint-stock company -9; Single-Stock
company -1pcs

By process
maturity level

3 level -18 pcs. 3-4 level -31 pcs;

Fig. 1. Signs of classification of surveyed
enterprises

The definition of the level of maturity in
terms of business processes of the enterprises from
the surveyed population is done by means of the
answers received to questions Ne 8 and Ne 9 of the
questionnaire (from the first stage of the survey),
respectively on the knowledge and documentation
of their processes, as well and the way the processes
are organized. On this basis, the following types of
enterprises are defined:

e 2 level of maturity, according to the CMM
scale - 3%: which means that they start to
differentiate their main processes and are oriented
towards applying some instruments of the process
coordination but are still subject to the chaotic
survival decisions and encounter huge difficulties to
remain competitive on the market.

©2-3 level of maturity, according to the
CMM scale - 12%: they have organized and
documented processes and seek to understand how
management and support processes have to be
matched to support the main processes.

e 3 maturity level, according to the CMM
scale - 25%: they have organized and documented
processes, monitoring both their basic and auxiliary
processes.

e 3-4 level of maturity, according to CMM
scale - 43%: the processes are documented, for

o1 level -0 pcs; 2 level -2 pcs; 2-3 level - 9 pcs.

¢4 level -12 pcs; 4-5 level -0 pcs; 5 level - 0 pcs ‘
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engineering and for management. It is standardized
and integrated into a methodology.

¢ 4 level of maturity, according to the CMM
scale - 17%: enterprises that understand how their
processes work and adapt their strategy and that
they have high innovation activity to remain
flexible and competitive on the market but have not
yet introduced building process architecture.

The definition of the type of innovation
activity of the enterprises from the surveyed group
is made with the help of the answers given to
question Ne 12 concerning the prepared and
implemented company strategies. On this basis, the
following types of enterprises were identified:

e Process innovators: implement a strategy
for creating new processes and expanding
production capacity (answer ,,a“). Their share is
42%.

e Product Innovators: Applied a strategy for
producing a new product (answer "b"). Their share
is 31%.

¢ Organizational innovators: implemented a
strategy for radically changing the organization of
work and creating new relationships with other
enterprises (answer "c"), their share being 2%.

e Marketing innovators: Subgroup A -
applied a strategy for expanding the market share
(12%) and subgroup B - applied strategies for
entering new markets (11%).

¢ Eco-innovators: they have put in place
procedures to reduce the harmful impact on the
environment. Their share is 2%.

It can be concluded that the majority of the
meat processing enterprises surveyed strive to
monitor and document their processes. Regarding
the degree of process maturity, the main conclusion
that can be made is that there are no meat industry
enterprises that have achieved a fifth degree of
maturity, on the scale of CMM, namely those who
continuously monitor their processes, build a
process architecture, appoint teams for each process
and continuously innovate to remain adequate to
market requirements. Another important conclusion
is that there are no enterprises that are at the first
level of maturity on the scale of CMM, ie those who
do not know and do not follow their processes at all,
act operatically and their survival is due to chaos,
rather than adequate strategic management, they do
not use Business Process Management (BPM) tools
to remain competitive on the market.

Another conclusion is that the surveyed
business structures exhibit their innovation activity
most often through process innovations to expand
production capacity; followed by marketing
innovations; followed by product innovations such
as the introduction of new products for the
organization and, last but not least, through

organizational innovation, in the form of
introducing new management systems and new
relationships with other companies.

Regarding the relationship between BPM
tools used, demonstrated innovation strategies and
subsector profile, the following conclusions are
drawn:

¢ '"2nd level of maturity" are rather product
innovators that are relatively more influenced by the
choice of legal form, year of establishment of the
company, choice of settlement and choice in the
formation and implementation of new product
strategies, number of partners.

¢ ,,2-3 level of maturity” are both product
innovators and marketing innovators of the first
type, ie they apply strategies to expand the market
share that are affected in relative terms by the
settlement in which they operate, the location and
the legal form.

¢ ..3rd level of maturity” are both product
innovators and process innovators that are
influenced by the year of creation, the legal form
and the number of partners.

¢,3-4 level of maturity” are process and
organizational innovators as well as marketing
innovators of the second type, ie they enter new
markets, which are partly influenced by the number
of partners, the staff size and the choice of
settlement.

e “4th level of maturity” eco-innovation,
with process, organizational and marketing
innovations tailored to environmental standards,
food safety and sustainable development. They are
influenced more strongly by the choice of the
settlement, the year of creation and the legal form.

On the basis of the analyzed results for the
different categories of enterprises, the following
summaries can be drawn, regarding the main
features of the Intermediate profile and its
categories:

All five enterprise groups declare that they
have experience in implementing BPM projects so
far, with positive responses being predominantly
high (over 70%). The highest value for this
indicator is the "4 level of maturity" (84.6%),
followed by "3-4 level of maturity" (81.3%),
followed by "3 level of maturity" (75%) and "2-3
level of maturity" (74.2%), with the “2 level of
maturity” (65%).

All five enterprise groups declare that they
have used the various BAT tools, such as the 4th
maturity level - mainly using Process
Reengineering, Balanced Cards - BSc; process
frames - (SCOR, ITIL), Six SIGMA for defect
reduction and quality improvement, LEAN
technology, SIX SIGMA LEAN, quality assurance
standards HACCP, ISO 22000, ISO 9001, OHSAS
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18001; "20 keys" and KAIZEN have introduced
process management systems - BPMS, ERP
systems, BI, CRM, workflow; from 3-4 maturiry
level - mainly based on process reengineering,
redesign of poorly functioning processes,
standardization and implementation of quality
systems - HACCP, ISO 22000, ISO 9001; Just in
time, LEAN technology, 20 keys, ERP systems;
CRM, workflow; from 3" maturity level - BMP
tools used are process reengineering, work
organization change systems, SIX SIGMA, 5 "S",
continuous improvement, CRM, workflow; from 2-
3 maturity level process documentation, quality
standards - HACCP, ISO 9001, improvement of
marriage and defects, through SIX SIGMA,
improvement of working environment through 5
"S", process automation - workflow; from 2m
maturiry level - process documentation, process
monitoring, 5 "S", implementation of quality
standards and process automation.

All five groups of companies declare that
they have experience in implementing innovative
projects so far, with positive responses being
predominantly high (73%). With the greatest value
of this indicator are eco-innovators (89%), followed
by product innovation (80%), followed by process
innovators (79%), followed by the organizational
innovators (75%), marketing innovators type 2 -
pass in new markets (73%) followed by marketing
innovators type 1 - expanding market share (72%).

The most preferred for future deployment are
the following BPM tools: using process frameworks
(SCOR, ITIL) and building process architectures
are most preferred for 4 maturity levels (78%),
process reengineering is most preferred for 3-4
maturity level (82%); SIX SIGMA and LEAN
technology are the most preferred for 3 maturity
level; 2-3 level of maturity prefer Balanced score
cards - BSc and 20 "keys"; 2 maturity level prefer
the implementation of quality standards; "Just-in-
time" and 5 "S".

The most preferred information systems for
future BPM-related projects are: 2 maturity level -
workflow and CRM (72%); for 2-3 level of
maturity - workflow, CRM, ERP (87%); for 3
maturity level - BP Modeling, CRM, ERP and BI
(82%); for 3-4 maturity level - BP Modeling and
BI (79%); for 4 level - BP Architecture; BI and
BPMS (88%).

Most preferred for future innovate are eco-
related products which have the highest index in
the product innovators (81%), followed by
marketing innovators type 2 - (73%). After them are
preferably eco-related technologies, which have
the highest index in the product innovators (68%).
Next, process innovations are equally approved for
product and organizational innovators (48%).

Services are relatively more preferable only to
marketing innovators type 2 - entering new markets
(56%).

A supplier, international company or
consultant are the most preferred partners for joint
BPM projects. A consultant is primarily for the 2 nd
maturity level (56%) and 2-3 maturity level
(67%). International company is a very important
partner for the 3 rd maturity level and 3-4
maturity level, respectively (73% and 68%).
Supplier is the most important partner for
enterprises in the 4 maturity level (78%).

Supplier, client, international company and
consultant are the most preferred partners for joint
innovation. Type 1 product and marketing
innovators would first choose a supplier or an
international company (46%) and then contact a
customer (42-48%) or a consultant (33-42%). In
organizational innovators and marketing innovators
type 2, the consultant is ranked first in favor (36-
47%) and supplier (36.5-32%). The least favored by
all partner groups is local authorities, competitors
and funding institutions.

Consumer preferences are the most
significant factor for the five types of enterprises by
maturity, with the highest value for the 4 maturity
level (92%). Human resources in the region are
further influenced, with the highest value being for
enterprises with a 3 maturity level (62%). For
enterprises with 3-4 level of maturity and 2-3 level
of maturity, intellectual property protection (43%)
and the legal base (38%) rank third. In contrast, 2
levels of maturity rank third among the factors of
availability of innovation partner (37%) and access
to support programs (36-42,9%). The Ileast
significant for all categories of enterprises is the
development of the local education system, the
existence of clusters and the cooperation of branch
organizations.

4. Conclusion

The proposed conceptual model of BPM's
impacting factors can help businesses in the meat
industry in Bulgaria to orientate where they are
today and to serve as a navigator on their way to
maturity in managing their business processes.
Leading European and global companies focus their
efforts on moving from the 4th to the Sth level of
process maturity. They already have a process
architecture that builds on their management
system.

In the contemporary business environment, in
order to become competitive and manage their
processes efficiently, Bulgarian enterprises in the
meat industry have to undertake a more synthetic
and modern approach to process change that
combines the best of process management, redesign,
refinement and process automation.
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ANALYSIS OF THE MEAN FIELD
APPROXIMATION FOR TRAINING THE DEEP
BOLTZMANN MACHINE

TODOR TODOROV, GEORGI TSANEV

Abstract: The developers of the deep machine learning are essentially inspired from the
activities of the human brain. The main goal in this area is to get a finite software model of
human recognition approach. The deep learning architecture is based on the mean field
approximation. Many authors a priory assume that the mean field approximation problem
has a solution for all random initial guesses. Some of them just make a few steps applied
the fixed point iteration to establish whether neurons in hidden layers are active or not. The
present paper describes the area of application of the mean field approximation for
training multilayer Boltzmann machine. We have a strong proof on the fact that mean field
approximations are not convergent for all random initial guesses. The convergence
strongly depends on the norms of the weight matrices. The new results are supported by
computer implemented examples.

Key words: Deep Boltzmann Machine, mean field approximation, gradient iterative

methods.

1. Introduction

The contemporary voice control of
machines is related to deep belief learning. The
Deep Boltzmann Machine became practically
usable after R. Salakhutdinov and G. E. Hinton [1]
had developed the mean field approximation
algorithm to establish the state of neurons in hidden
layers to be active. The mean field approximation
requires the visible neurons to be fixed to the
training data when a fixed-point iteration is
performed. R. Salakhutdinov and G. E. Hinton
extend their variational approach in the following
publications [2,3,4]. After the pioneering paper of
R. Salakhutdinov and G. E. Hinton [1] a lot of
researchers [5,6,7,8] etc. have applied the mean
field approximation when investigating Deep
Boltzmann Machines. Having in mind that such
procedures are executed a lot of times while training
a neural network, the real application of a Deep
Boltzmann Machine strongly depends on the
convergence rate of the fixed point iteration. Most
of the authors (see for instance [3] and [6]) have
used the fixed-point iteration in order to obtain the
probability of the neurons in a hidden layer to be
active. Unfortunately this method has too low rate
of convergence and very bad behavior when the
weight matrices are non-positive definite or ill-
conditioned. The two-point step size gradient
method was obtained by J. Barzilai and J. Borwein

[9] way back in 1988. The method became popular
[10] very fast because of the advantages like: no
line search procedures, easy implementation and
only slight dependence of the initial guesses etc.
The contributions of the present paper are
described as follows. The paper is devoted to a
numerical algorithm for solving the mean field
approximation problem. The weak formulation of
the original problem 1is transformed to an
unconstrained minimization problem. Sufficient
conditions for existence and uniqueness are
rigorously proved. A strict proof that the weak
solution can be used in the process of deep learning
is made. The minimization problem is solved by the
two-point step size gradient method. We emphasize
on the fact that the choice of a steplength for the
Barzilai-Borwein method is a crucial point with
respect to the rate of convergence. Some steplengths
assure convergence but with very slow rate.
Inappropriate choice of the steplength causes
divergence of the sequence of approximate
solutions. The successful steplength for the two-
point step size gradient method depends on the
objective functional. The initial version of the
Barzilai-Borwein method [9] was developed for
quadratics in the two-dimensional case. Further,
similar results were obtained by M. Raydan [11] in
the »n-dimensional case. T. D. Todorov [12] found
a new steplength for quartics, which gives much

Copyright © 2018 by Technical University of Sofia, Plovdiv branch, Bulgaria
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better results than the classical steplength proposed
by J. Barzilai and J. Borwein [9]. The number of
necessary iterations for satisfying the stop criterion
strongly depends of the variable steplength. Two
original steplengths for solving the mean field
approximation problem are obtained in the present
investigation. The new steplengths are compared
with the classical one and the fixed-point iteration is
compared with the Barzilai-Borwein method. The
time for training Deep Boltzmann Machine strongly
depends on the initial guesses of the weighted
matrices. Lower norms of the weighted matrices
assure higher rate of convergence solving the mean
field approximation problem and hence decreasing
of the necessary time for training.

The rest of the paper is organized as
follows. The problem of interest is defined in
Section 2. The weak formulation and the associate
unconstrained minimization problem is considered
in Section 3. Sufficient conditions for existence and
uniqueness of the weak solution are found in the
same section. An iterative method for solving the
associate unconstrained minimization problem is
investigated in Section 4. Here a detail proof for
convergence of the Barzilai-Borwein method is
presented.

2. Setting the problem
We begin with some basic definitions and
denotations. The vector space R" with the standard
basis <el,ez,...,en> is provided with the Euclidean
norm ||-|| and the corresponding scalar product.

The vectors ¢, i =1,2,...,n are the columns of the

corresponding identity matrix and € = z ¢ . The
i=1

norm in C* (f_)), keN is denoted by |||l q
and the norm in I¥ (Q) by [[-[lx,q- Let ' be a

k -differentiable map from R” to R”. Then the

norm of the k -th Fréchet derivative DkF (x) is
given by

hidden
el

Fig. 1. Neural network where all the hidden units in all layers
have the same length.

k k
|D*F ()| =sup|D*F (+)(&. .61
<!
I<i<k
A deep Boltzmann machine with p hidden

layers and no more than s hidden units in each
layer is an object of interest in the present paper.
We assume that all hidden layers are connected
excluding horizontal connections within a fixed
layer. In the first stage of our investigation we
suppose that all hidden units in all layers have the
same length m1, Figure 1. The latter means that all

matrices W;; are square. Usually the weight

matrices are rectangular, Figure 2. This case is
considered further. We compile the following mean
field approximation problem

i} q O My -« Myi(n
Wy, O .. W
— Sigm a Nl 2 || 2 |], (1)
Yy a.) \W W .. O )}y

where 7 is the number of all hidden units in the

neural network and Sigm(v) is the multivariate
sigmoid. Some blocks Wij are zero matrices since
there are not connections within layers and usually
the number of hidden units is not the same in the
different layers. Concatenating the vectors

v, 1=1,2,...,r we obtain an n-dimensional vector

y(vl,vz,...,vn). Then the problem (1) takes the

following compact form

Find u € V such that

: (2)
u=Sigm(a+Wu), aeV.

Here Wis nxn block matrix and

V={X€Rn 10<v, <1, i=1,2,...,n}.

Fig. 2. Neural network with various lengths of the hidden units.



[1-282

3. The weak formulation and the associate
unconstrained minimization problem

Let 7, be a uniform triangulation of the
interval QQ=[0,1] with » linear finite elements.
The associate finite element space V, is spanned
by nodal basis functions ¢, i=1,2,...,n. The

space V, is provided with the inner scalar product
(u,v) = J‘qudx .
A linear operator 7:V —V, defined by
Tv=vp, veV, p=(0.0,.....0,)
generates a subset ﬁ’h = {v =Tv|ve V} of V,.

The weak problem is compiled as follows

Find u e Vh such that
. (©))
(u,v) —(s(u),v)=0, VveV,,

where S(v):TSigm(g+WX) and v=T""v. The
weak formulation is a very important part of our
investigation. We look for a finite dimensional
Hilbert space X of continuous functions and a
bijection between V and X. Note that the
Gramian matrix of the basis functions is positive
definite. As a particular example in our
consideration we chose the finite element space

Vh . In this case the Gramian matrix is actually the

mass matrix. The interval [0,1] is not essential for
the proof of the main result. Any other finite closed
interval can be successfully applied but we use the
canonical one-dimensional simplex for the sake of
simplicity. The choice of the piecewise linear trial
functions is made for the same reasons. The
operator T is the wanted bijection.

Lemma 1 All solutions of the weak problem are
also solutions of the equation (2).

Proof. The zero vector does not belong to the set V
and the mass matrix M is symmetric and positive
definite. Therefore the assertion of the Lemma
results from the following equivalences:

(u,v) —(s(u),v)=0
< uMy —Sigm(a+Wu)Mv =0
< (u—Sigm(a +Wu)) My =0.
Definition 1 The square matrix W is said to be V -
positive definite if v Wv >0, VveV.
The main goal of the present investigation is to

present problem (2) as a minimization problem.
Therefore we define an objective functional

v

J(v):%(v, V) — js(z)a’z,l
0

to associate weak form (3) with the following

minimization problem
argmin J (v). 4)

VEVh

Theorem 1 establishes existence and uniqueness
of the solution of minimization problem (4). To
prove this theorem we need the following
denotations: sigm(x) is the well-known logistic

diag(4, i=1,2,...,n) is

diagonal matrix with A, in the main diagonal; / is

function; nxmn a

the identity nxn matrix;

A(v)=diag(Sigm(a + Wy)diag(é - Sigm(a + Wu))).
Theorem 1 If the weight matrix Wis } — positive
definite with spectral norm ||W|| <4 then the
problem (4) has a unique solution.

Proof. The functional J(v) is continuous, i.e. we
have to prove that J(v) is bounded below, coercive

and convex. We estimate the second term in the
objective functional using Holder inequality

v 1
Is(t)dt’l SNS”‘QQ ”V”LQ Q|2 H|S|HO,Q ”"Hz,g
0

and the functional

J(V)Zl

LR bl e
1
= 5(”" 2,072 NSN(),Q ) [

The latter inequality shows us that J(v) is

2.0° VVEVh.

bounded below and coercive. It remains to prove
that J(v) is convex. For this purpose we calculate

Fréchet derivatives of J(v):
DJ(u)v = (u,v) —(s(u),v),
D*J(u)(v,v) = (v, v) —(DsD(a +Wu).p,v)
= (V) = (A@Wv.0,v) = v" My —(A@Wv)" My
:(XT —(A(g)Wy)T)M _— (1—(A(g)W)T)Mg.

Since HA(g)HS and ||W||<4 the second

1
4
derivative D*J (u)(v,v) >0 and the objective
functional is strongly convex.

Corollary 1 If the conditions of Theorem 1 hold
then the problem (3) has a unique solution.

Copyright © by Technical University - Sofia, Plovdiv branch, Bulgaria
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Proof. The problem (3) is equivalent to
DJ (u)v =0, which means that the solution u# of

(3) is the unique stationary point of the functional
J (v) .

4. An iterative method for solving the
unconstrained minimization problem

The object of investigation in this section is a
two-point gradient method provided with various
steplengths. We define the Barzilai-Borwein
method

(ukH,V)=(uk,v)—LDJ(uk)v, k>1 ®)
k
with a step y, for the unconstrained minimization

problem (4). The choice of the steplength is very
important with respect to the rate of convergence
and the overall necessary computational work. In
the present investigation we propose the following
original steplengths:

2 2
iy 0 + 1[50

Br =

Iste ) 0+l )l

:zf;k_l(U—Ds( ) DJ (), DI (1))

z k 1HDJ Hz Q
Additionally, we define the classical steplength
ADJ (uk )Auk
A =5 where Auy =uy —uy_q,
| Ay ”2,9

ADJ () = DJ ()= DJ (g1 )-
The identity matrix and the identity operator are
denoted by the same letter /. The steplength y; is a
preconditioned version of the step length

Dy IDZJ< (2 (). D7)

l k IHDJ

g

The steplength 7, gives better results than y; but

7, essentially increase computational complexity
of the problem. That is why further we analyze the
method with the steplength y; . Similar approach

can be applied when [, or 7, are used.

Theorem 2 assures the convergence of the
Barzilai-Borwein method independently of the
initial guesses.

Theorem 2 The main result. Let the weight
matrix Wis V -positive definite and

7= p, <4 (©)
Then the sequence {u k} generated by the two-point

step size gradient method (5) with the steplength y,

converges Q-linearly to the weak solution wu.
Proof. The theorem is proved under random initial

guesses. We just suppose that u,,u; €V,. The

equality (ukH,V) = (uk,v) —LDJ(uk )v,k >1
Yk
is transformed into the equality

17 (ekﬂ,v) =7, (ek,v)+DJ(u)v—DJ(uk)v
having in mind that u is the solution of (3) and
e, =u, —u 1is the error in the approximate solution

u, . Applying the mean value theorem and replacing

v =e¢,,, we obtain
1 .
(€k+1»€k+1)=(€k»€k+1)—;szJ(“k)(@k»ek+1)» )
where i, =u;, —9.¢; forsome I € (0,1). Since

0<a)z. vrev.

AL 3 4
the steplength y, is estimated by 2 <y < 3

The inequality 1—%SHD2J (ﬁk )H follows from

(6). We continue estimating the left hand side of (7)

(€k+1»€k+1 ) <

1 5 /.
[——D*J(u
7 (k)

et lex1ll.0

<y ||ek||2 0 ||ek+1||2 O The contraction factor

1 3
M, is bounded above by 1, <—+—p,

=u<l.
4" 1670 7H

Finally
k
||ek+1||2,Q < Hye ”ek”;Q <H ”61”2,9 » VkeN.
Further we suppose that all hidden units in the i-th
layer have the same length m; and m = maxm,; .
i=,2,...p
Let ]lij be the j-th hidden unit in the i-th hidden
layer and W( llija ﬁlk) be the weight matrix

generated by the connection between the neurons
f’ij and /i, i # k. We only consider the particular

case O<m <m, <m.
matrix W(@ij,ﬁ,k):(A(mi xm, ) B(m,xm, —mi))

is a block rectangular matrix. Similar approach can
be used in the other cases. To obtain a problem

In this case the weight



[1-284

corresponding to (2) we extend all weight matrices
and hidden units as follows:

hy > by (By,0,), by = by (Bys0,)
A B C,

W(hh)>W=0 I, D
c’ D' I,

where o; e R"™™ and o, e R"™ ™ are zero
vectors, O(mk—ml-xml-), C(ml-xm—mk) and
D(mk —m; Xm —mk) are zero matrices, and
122 (mk —m; Xmy, —ml-) and 133 (m —my Xm —I’I’lk)
are identical matrices. Then Ej»ékl eR™and W is

a mxm matrix. Thus we reduce the rectangular
version of the mean field approximation problem to
a square one.

Table 1. The number of necessary iterations for

satisfying the stop criterion when ||W|| =1.

v, \n 8 100 | 512 1024 | 2048 | 4096 | 6400
a, 7 8 8 8 9 9 9
ﬂ 8 9 9 9 9 9 9

k
11 13 14 15 15 15 16
Vi
FPI 7 1 8 | 8 9 9 9 9

Table 2. The number n(;(k,n,Z) obtained by

random initial guesses.

8 | 100 | 512 | 1024 | 2048 | 4096 | 6400

v, \n
a, 9 10 11 11 11 11 13
IB 11 11 12 12 12 13 13

k
12 16 | 18| 18 18 18 19

Yk
FPI | 11| 11 [ 12 ] 12 12 12 13

5. Experiments

From the computational point of view
method (5) takes the following attractive form

U 4] :L(Sigm(g+WL_tk)—(l—vk)gk), k=1
Ak
with the steplengths:
_ Asy Auy,

5> S, =1y —Sigm (1 ),
A

2 2
|+

ﬁ =
" [sigm(u, )| +|Sigm(x, ., )

2

Zf:k_lﬁ (]_A(%' ))§1 .

k 2
2icpls]

We consider different cases with respect to the
features of the weight matrix. The stop criterion

|DT ()| < &. ®)

Tk =

with  £=10" is wused throughout all our
considerations. The number of necessary iterations
n(xesm,
interest in this section. The fixed-point iteration is

denoted by FPI in all tables.
Let's start with the case where W is V -

positive definite and ||W|| <4, i.e. the weight matrix

W||) for satisfying (8) is an object of

satisfies the requirements of Theorem 2. In this case
we have very fast convergence for all steplengths.
The same rate of convergence is also established for
the fixed-point iteration. Table 1 and 2 indicate that
the rate of convergence does not depend neither on
the number of the hidden neurons nor the initial

guesses. Further we analyze the case when ||W|| >4
and the requirement for V' -positivity is broken. We
establish low rate of convergence in the cases when
4< ||W|| <20. Some examples are presented in

Table 3. In this case the traditional steplength
proposed by J. Barzilai and J. Borwein [9] assures
nonmonotone convergence of the error norm. The

sequence {”?k ||} converges monotonically to zero

when the method is applied with steplengths /3
and y} . The best results for ill-conditioned matrix

are obtained by the steplength p; . The number

n (l U
number of unknowns 7 tends to infinity. The
convergence of the two point step size method is
not influenced by whether the weight matrix is
singular or not. The initial guesses does not affect
on the rate of convergence as well. All

7] >>20.5 and
n>4096 have failed since the Barzilai-Borwein

method is divergent with all considered steplengths
as well as the fixed-point iteration.

W” > 4) grows nonlinearly when the

computational tests with

6. Conclusion

The Barzilai-Borwein method for solving the
mean field approximation problem is studied in the
present paper. Two original steplengths, which
assure monotone decreasing of the norm of the error
in approximate solutions are found. The mean filed
approximation problem is reduced to a
minimization one. The uniqueness and existence of

Copyright © by Technical University - Sofia, Plovdiv branch, Bulgaria
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the weak solution are proved. A rigorous proof of
the convergence theorem for the Barzilai-Borwein

method with the steplength y; is made.
Table 3. The number of necessary iterations for
satisfying the stop criterion when ||W|| >4,

v, n=4096, n=:6400,
=201 =17
a, divergence 930
ﬂk 1296 237
7 1037 204
FPI 1616 281

The same approach can be applied for the
steplength S, but it is totally inapplicable for the

steplength ¢, . The classical steplength ¢«

introduced by J. Barzilai and J. Borwein [9] for
quadratics assures nonmonotone decreasing of the

norm ||ek || A comparison between the two point

step size gradient method and the fixed-point
iteration method is made. The computational tests
indicates that

U(ﬂkan,
77(7/kana

Moreover, the steplength y, is superior in the case

W||) ~1 (FPI,n,
W||) <<n(FPLn,

#). Wl
wl). |w]>>4.

of ill-conditioned weight matrices. The features of
the weight matrix affect the convergence of both
considered methods. The mean field approximation
problem has no solution in any case. The lack of
solutions leads to improper working of the
corresponding neural network. Any divergent mean
field approximation procedure generates confusions
in the process of deep machine learning. To avoid
this difficulty, it is best to work with normalized
weight matrices. Note that there is a higher rate of
convergence with a smaller norm of the weight
matrix. This is very important from the practical
point of view.

Finally, a designing of artificial neural
networks based on the mean field approximation
without control on the features of the weight matrix
can lead to confusions in the deep learning process.
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KIIACU®OUKAIUA HA BU3HEC IPOLUECUTE

TAHA TNT'OBA

Pe3tome: B cmamusma ce udenmuduyupam Ousnec npoyecume cnopeo ecmecmeomo Ha
detinocmume, pagHUWEMo HA YNPAGIeHCKume 3a0ayu, HUBOMO 6 OpP2AHU3AYUOHHAMA
cmpykmypa, 8uda Ha opz2anusayus Ha Ousnec npoyeca, mawjaba u cmenemma Ha
yemouuueocm. Ha masu 6asza e paspabomena knacuuxayus Ha busnec npoyecume.

KarouoBu nymu: peunsicenepune, busmnec npoyec, kiacugukayus na busmnec npoyecume

CLASSIFICATION OF BUSINESS PROCESSES

TANYA GIGOVA

Abstract: The article identifies business processes according to the nature of the activities,
the level of management tasks, the level in the organizational structure, the type of
organization of the business process, the scale and the degree of sustainability. On this

basis has been developed a classification of business processes.

Key words: reengineering, business process, classification of business processes

1. YBog

Pa30bupanero Ha CBIIHOCTTA Ha
pEHH)KEHEpPUHTa € HEBB3MOXKHO 0€3 OCMHCISHETO
Ha CBIIHOCTTa Ha OW3HEC TpolecuTe B
opranuzanuara. OTACISIHETO B MPEANPUATHETO HA
Ou3Hec TpOIeCUTE ce sBSBa BAKHO YCIOBHE 3a
MpOBEXKJaHe Ha peHKkeHepuHr. KirouoBa ponst
IpU TOBa Wrpac HIACHTU(PUIMPAHETO Ha OW3HEC
mporeca W HEroBOTO OTHACSHE KBM OIpeieseHa
rpyna OU3HEeC IMpoIlecH ¢ OJ00Ha CHITHOCT, TN ’
3aJ]auy, Ha3HauaBaHe, MACTO B fiepapXusTa U T.H.

2. N3noxxenune

Peumxenepunarst B [1] ce nedurmpa karo
(yHIaMEHTATHO MPEOCMHUCIITHE W PajiKalieH
penuzaiiH Ha OWM3HEC MPOIECHTE C LIeN MOCTUTHAHE
Ha JpacTUYHH NOZOoOpeHuss B paboraTa, LEHATa,
Ka4yecTBOTO, oOCIyXBaHEeTO M Obp3uHaTa. Tasu
“HOBA” KOHIEHIUS CE€ CBBP3BA C OMpEICIISTHE Ha
pazukanHuTe MOAOOpPEHHs] B HU3MEpEHHUsTa Ha
OpraHHM3alMOHHATA paboTocmocoOHOCT,
euKacHOCT U npucnocodumoct [2].

dopmynupoBKaTa M KiacupHUKalMATa Ha
MOHATHETO ,,0M3HeC mpouec” H3MOA3BaHU OT
Pa3NUYHU U3CIEA0BATEIN € MHOTO Pa3HOOOpa3Ha.

BbB BpB3Ka ¢ TOBa BB3HUKBA MOTPEOHOCT
OT pa3paboTBaHE Ha eIWHHA KIACHU(UKAIUSI Ha
OM3HEC MPOLIECUTE.

Cropen [3] OusHec mporecute Morar Ia
ObIaT KIACU(PUIPAHU B YUETUPH TPYIIH:

® OCHOBHH (LIEHTpaJIHH) MPOLECH;
® MOJIbpIKAIIYU (CIIOMAraTeJIH1) MPOIIECH;
®  MEHUIKMBHT (a"rakxupan c

OpraHM3UPAIINTE U KOHTPOJUPALIN OU3HEC

pecypcH) IpoIiecH;

e Ou3HeC MpEXOBHU Ipouecu (¢ 00XBaT U3BBH

OpTraHu3allMOHHUTE TPAHUIIH).

Cropen aBTOpa TOBa CXBalllaHE OTHOCHO
knacuduiypaHetro Ha OW3HEC TMPOIECHTE €
MpeKaJieHo 00I0, Thil KaTo HE € CIIOMEHAaTo II0
KaKbB IPU3HAK ca KiIacHU(DUIMPAHU TE€3H MPOLIECH U
HeoOXBalllaT B IIbJIHA CTEINEH BCHYKH OU3HEC
MPOIIECH B PA3IMIHUTE MPEIIPUITHS.

OcCHOBHHTE TIpoIleCH B TOJsIMa YacT OT
VM3TOYHUITUTE 10 peuHxeHepunr [4, 5, 6,7, 8, 9, 10,
11, 12, 13, 14, 15, 16, 17] ce pasriaexnar Kato
mporecH  KOUTo  1o0aBAT  CTOMHOCT — 3a
3aMHTEPECOBAHUTE CTPAaHU (IOCTABYMIIM, KIUCHTH,
norpedburenu, maptHeopu). B [18, 19], Tte3m
MPOLECH C€ pas3riIekaarT KaTo CBhBKYHNHOCT OT
JIEHHOCTH, 3aloyBally OT BXOJa HAa CHCTEMAaTa,
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KOUTO OTPEACIAT MPUOPUTETUTE HA MPEAMPUITUETO
Y pean3amisiTa Ha CTPATeTHIECKUTE MY IIEJIH.

Hsxoit aBropm [20, 21, 22, 23] cmsrart, ye
CIIOMAaraTeIHUTe MPOIECH OKa3BaT IOJIOKHUTEITHO
BB3JICHCTBHE TPH TNPOTHIAHETO HAa OCHOBHUTE.
Crnopen npyru aBtopu [24, 25] BBB BCSIKO
MPEANpPUITHE CE pa3rpaHUYaBaT CAHOTHUIIHH WIIH
Pa3HOOOpa3HH CIIOMAraTeIHH MTPOIECH.

B tpynosere na M. Iloptep u B. Muisp
[26, 27] ce pasmiexmaT OW3HEC IMPOIECH, KOUTO
oOpa3yBar Bepura OT JCHHOCTH B Pa3IUYHHUTE
(hyHKIMOHATHY CIWHHUIIM Ha TMpeAnpusTuero [28,
29] HapeueHH MeXIY(DYyHKIIMOHATHY mporiecu. [Ipu
HEOOXOJUMOCT TE3M TPOIEeCH MOorar jga Obaar
JICKOMIIO3UPAHH HA MO-MaJIKA €JIEMEHTH, HApPCUCHH
cyonpornecu [5]. Ciopen apyru aBtopu [4, 30, 31,
32, 33], ToBa ce mpaBH ¢ 1IN Aa C€ IUArHOCTULINPA
0o0XBaTa Ha CTOMAHCKUTE MPOLIECH U J]a CE MPIIOKHU
e(eKTHBEH HHCTPYMEHTAPUYM 33 PEUHKEHEPHUHT.

Hsaxon aBropm [28, 12, 34], oGocobOsBar

cnenuduyHa  Tpyma  MpPOUecH, KOUTO  ,.Ce
OCBILECTBSIBAT ~ OT  OTNENHUTE JINYHOCTH B
MIPEAIPUITHETO, HapeUYCHH WHIUBUY aTHH.

OTBXKICCTBIBAT CE€ C UBNBIHUTEINTE M TEXHHTE
VHAVBUIYaTHU 3HAHWUSA, YMEHUS W HaBuim. llpu
MOJIOXKEHHE, Ye ,,pabdoTaTa CBbp3aHa C MPUEMAaHETO
1 ce 00CIyXBa OT IHO JIHIIe, ChIllaTa ce AeuHupa
KaTo MHIUBUIYyaleH mpouec” [28].

Tomac JleiBBHITOPT Kiacudummpa
MIPOIIECUTE Ha BHTpEmHU U BhHIIHU [ 10, 35], KoeTo
pasrpaHUYeHUE ce 3a0elsa3Ba U B U3CIICIBAHUATA HA
Oynn [36].

IIpu nperiena Ha pa3IMYHUTE
KIacu(UKaIMi Ha OM3HEC MPOIECHUTE, U3IMOJI3BAHH
OT pa3nuuHu u3cnenosarenu [4, 10, 11, 37, 38, 39,
40, 41, 42, 43, 44, 45, 46, 47, 48,49, 50, 51, 52, 53]
1 MHOT000pa3ueTo Ha JeUHHUIIMA U CTAHOBHMIIA 110
mpoOyiieMa aBTOpa CMETHa 3a HEOOXOauMO Jia
MIPEACTaBU CBOETO BWKIAHE IO TO3M BBIIPOC TIOT
dbopmaTa Ha 00ma KiIacu(UKaIWs, MPEIACTABEHA B
Tabnuma 1. Ilpu xoero HAKOW KiacupUKaluu ca

000011eHH, JOIIBITHEHH, npepaboTeHH u
TpaHCHOPMHUPaHH.
[losicHeHusiTa ~ Ha  TEPMUHHTE,  HE

MPETCHIUPAT 32 CTaTyT HA OMPEICIICHU IOHITHS,
HO JIaBaT MpPEJICTaBa 3a XapakTepa U ChIIHOCTTA Ha
pa3IMYHUTE BHIOBE OM3HEC MPOIIECH.

Texkymm OwusHec mpouecu ca Ou3HeC
mporiecd OOXBallally IslaTa THProBcKa JEHHOCT
Ha OpraHM3alusITa, HACOUCHH KbM peallu3upaHe Ha
revanoa.

busnec mpouec pa3BuTHE ca MpOLECH Ha
YCBBBHPIIICHCTBAHE (monobpsiBaHe) Ha
MPOU3BEKIAHUTE CTOKH WM YCIYyTH, MPOIECH Ha
pa3BUTHE  Ha  TEXHOJOTMH, MPOLECH  Ha

MoauduKanus Ha OO0OpYABAaHETO W WHOBAIMOHHHU
MPOLIECH.

OcHoBHH OuW3HEC TIpOLIECH ca TMPOLECH,
ChCPENIOTOUCHH BBHPXY IMPOM3BOJCTBOTO HA CTOKH
WIH TPEAOCTaBIHETO HAa YCIYTH, SBSBAIld Ce
LeJIeBM OOEKTH 3a Ch3/1aBAaHETO HA MPEATIPUATHETO
W OCUTYPSIBAIIH MTOJTyYaBaHETO Ha JIOXOJIH.

CeirpTCTBaIIM (CBBP3aHH, CPOAHM) OHM3HEC
mpolecu  ca  OpouecH, (OKycupaHH — BBPXY
MPOM3BOJCTBOTO Ha CTOKM WM TPEAOCTaBSHE Ha
yCiyru, ABABalld C€ PE3YyITAaT OT CHBI'BTCTBALIUTC
OCHOBHOTO  IIPOM3BOJCTBO,  IPOU3BOJCTBEHATA
JIEHHOCT Ha MPEIIPUATHETO U CHINO OCHUTYPSBaIIH
JIOXOJ.

CrnomaratenmHn  OWM3HEC  TIPOIlECH  ca
MpOIECH, TpeJHa3HAYCHU 3a MOJIbpKAHE Ha
OCHOBHHUTE M CBIOBTCTBAIUTE NPOLUECHU U HACOUYCHU
KbM MOJIbPIKaHEe Ha TEXHUTE CIICHU(DUIHHA YEPTH.

Obe3neuaBamy  (ocurypsiBaimiy) — OM3HEC
mpolecu  ca  MpoLecH, INpeAHa3HaueHH  3a
MOJUIbPIKAHE (>KM3HEHOOOEe3MeUaBaHe) Ha
OCHOBHHTE M  CBIBTCTBALUTE MpPOLECH U

OpPHEHTHPaHH KbM TOJIBPXKAHE Ha
YHUBEPCAJIHU YSPTH.

busnec mpomec ympaBieHHE ca IPOLECH,
oOXBalamy I[eidus KOMIUIEKC OT (YHKIHU Ha
yIpPaBJICHHETO Ha HMBO HA BCEKH OM3HEC MpOIeC
HPEANPUSATAETO KATO IISJIO.

BpHIIHM OHM3HEC mpolecH ca IpOIecH,
YHATO MPOAYKIMS € OPHEHTHpaHa KbM KIMEHTa Ha
HPEANPHUSITUHETO.

BbTpennn Ou3Hec mpolecH ca TpOIecH,
KOHWTO TIPOM3BEXIAT TNPOAYKIHUS, HACOYEHA KbM
BBTPEUIHUS KJIMEHT — JAPYT MPOIIEC.

Crparernvecku Ou3HeC Mpoliecu ca Ou3Hec
NpOLECH Ha BHCOKO HHMBO B KOpPIIOpaTUBHATA
Hepapxus, (akTOpuTe Ha BIMSHHE, HA KOUTO Ce
SIBSIBAT peleHusTa Ha CcOOCTBEHHUKA
(PBPKOBOJICTBOTO) M BB3IACHCTBUETO HA OKOJIHATA
cpena, ynpasisBaT ce OT BXOJsmiara WH(OPMAIHS
Y Ca OPUCHTHPAHH 33 B3UMaHE HA PEIICHHS.

Taktuueckn Om3Hec mpollecH ca OwuzHecC
NpoLeCH Ha  CPeIHO  YNPABICHCKO  HHBO,
yOpaBisBaT ce€ OT BXOMAMIA ©  U3XOJIIA
nHpOpMALHSL.

OmnepaTuBHU OW3HEC MpoLecH ca Ou3Hec
NpOLIECH HAa HUCKO HHBO, NPSKO BB3ACHCTBUE HA
NPUETUTE PEIICHUs, YMpaBiIsBaT Ce OT HW3XOJHA
nH(pOpMAaIHs.

busnec mpouecu Ha NMpeANpUATHETO, KAaTo
ISUI0 ca OW3HEC MPOIECUTE Ha BBPXOBO HHUBO,
BiIajieiu (COOCTBEHHUIIM) HA KOUTO CE SIBSABAT TOII-
MEHW/DKBPUTE, 3aMECTHULUTE Ha  yINpaBUTENS
(TmaBHUS TUPEKTOD).

TCXHUTC
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Tabnuya 1. Kracugurayus na buznec npoyecume (a8mMopcro npeoiodiceHue)

Bunose 6usHec mporecu
Cropen, ecrectBoto | Tekymu OcHOBHH BoHImHT
Ha JIeHOCTUTE CpopTcTBaLIH
CrniomarartesHu BwTpemnn
Ob6e3neyaBamu
IIponiec Ha ynpasieHue
Passurne
Crnopen paBuuieto | Crparerniecku
Ha  yHOpaBieHCKUTE | TaKkTHYECKH
3a/1a9n OrnepaTUBHA
Crnopen HuBoTo B | HuBO mpeampusTtue, KaTo 15710
OpraHu3allMOHHATA Hugo ynpaenenne
CTPYKTypa Hugo otnen
Hwuso paboTtHO MscTO
HuBo onucaHue Ha onepauuure
Cnopen Buzma Ha | bamancupanu
OpraHu3alus Ha | ,IIpumanona”
Om3Hec mporeca ,,CaMo10BOIHU
TBopuecku
Bropokparnunu
Pob6otusupann
XaoTU4YHU
Cnopen mamaba Mexay pupmeHn
Brrpemnodupmenn (MpexoBn)
Mexny pyHKIMOHATHYU (XOPU30HTATHH)
BrrpennodyHKImonanHu (MoAMpoIecH)
Criopen crenenra Ha | HempexbcHaTH
YCTOMYUBOCT [Tepuoanunu
(cTabutHOCT) EnnokpaTHu
busHec mpomec Ha HHUBO YHpaBlIeHHE ca  3alayy, KBaJM(UKaLus Ha IIepCoHaIa,

MPOLIECUTE OT BTOPO HHUBO, B KOUTO YKPYITHEHO ca
onmucaHu (QYHKIMUTEC Ha TMOJpa3ACiCHUITa Ha
MPEINPUITHATA.

busnec mporec Ha HUBO OTIEN Ca TPETOTO
HUBO Ha TOJIPA3ICIICHIS U OTACIH.

buznec mnpomec Ha pabOTHM MecTa ca
YEeTBBPTO HHUBO Ha JETAJIHO ONHCaHUE Ha
(hyHKIINH, U3ITBIHABAHN Ha PaOOTHOTO MSCTO.

busnec mporec Ha ommcaHWe Ha ONEPAIHH
ca IIeTO, IMOCJIEIHO HHBO Ha OIMCAaHHE Ha
oriepalyi, U3BbPIIBAaHN Ha PabOTHHUTE MecTa, MO
(dopMaTa Ha JUI'HKHOCTH U pa0OTHU MHCTPYKIINH.

Banancupanus (onTuMaieH) OU3HEC MPOIEC
Ce XapaKTepHu3upa ¢ BHCOKO HHBO Ha OMPEIEIICHOCT
(curypnocr) Ha 3aJa4u, OpraHu3alloOHHA
CTPYKTypa, €(QEKTUBHOCT Ha U3MOJ3BaHEC Ha
pecypca, OpHeHTaIus KbM KIIMEHTa, KBaTH(pUKAIHs
Ha TIIepcoHaNia, KOMYHHKanus, OOMEH Ha
nHpOpMAaIIUs, aTalTHPAHOCT KbM MPOMEHSIINUTE CE
LIeJH ¥ TOTPeOHOCTH Ha KOMIIAHHSTA.

busnec mpouecute ,IpuManoHa’ UMaT
BHCOKO HHBO Ha OIPEAENECHOCT (CHUTYpHOCT) Ha

o0Oe3nevaBaHe ChC CBBPEMEHHU TEXHOJIOTMHU, HO
HUBOTO Ha OpraHu3aliMOHHAaTa CTPYKTYypa € HUCKO.

»CamMonoBomHK”® ~ OW3Hec mpouecu  —
XapakTepu3upaT ce ¢ BHCOKO HHBO  Ha
OpraHM3alliOHHA CTPYKTypa, M3IOJI3BaHE Ha
pecypcH, HOBOCTH, CJIOXKHOCT, HO HHBOTO Ha

ompeNieNisiHe Ha 3aJIAYNTEe € HUCKO, KOETO M3UCKBA
CHCNHANM3UPaHN  CpPEICTBA U 0OOpYy/BaHe,
ormepaTopuTe Ha Mpolieca HE y4acTBaT B JAPYTH
MpoIiecH M ca 3aUHTEPECOBaHU B Pa3BUTHETO Ha
coOCTBEHUTE CH CIIOCOOHOCTH, a HE B JOCTUTAHETO
Ha LIEINUTE Ha NPENNPUITHETO.

TBopueckuTe OM3HEC MPOLIECH UMAT BUCOKO
HUBO HA  OMNpENENIeHOCT Ha  3ajJaynte |
OpraHu3allMOHHATa  CTPYKTypa, CBHTPYIHHULHUTE
TBOPYECKH MOJAXOKAAT KBbM IpoLEeca, HUBOTO Ha
W3MON3BAaHE HA PECYpCUTE € HHUCKO, MPOIEChT ¢
OpUEHTUPAaH KbM CJOXKEH TMPOJAYKT H He ¢
MOJXO/AM 32 MACOBO IIPOHU3BO/ICTBO.

BropokparnyauTe Ou3HEC MpPOIECH HMAT
BHCOKO HHBO Ha CHTYPHOCT (OIpEIeNIeHOCT) Ha
3ajauuTe, rojsiM obem uHpopManus, nox Gopmara
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Ha MpaBuia U HapeJ0u, HUCKO HUBO Ha U3IOJI3BaHE
Ha PECYpCHTe W OpraHM3alOHHATA CTPYKTYypa,
MHOT0 OaBHH MOpPaI¥ BUCOKATA JeTaiIn3alusl.
PobGotuzupanure OH3HEC MpoleCH HUMAT
HHCKO HHBO Ha OIPEIEICHOCT Ha 33JauuTe H
OpraHM3alMOHHATA CTPYKTYpa, HO BUCOKO HHUBO Ha
W3M0JI3BaHE HA PECYpCUTE, 3HAYMTEITHO BHUMAHHE

ce o0pbIIa Ha aBTOMATH3aIIHS, Ha
KOMITIOThPH3aIIHSL.
XaoTHYHHUTE ousHec MPOLIECH ce

XapakTepu3upaT ¢ HUCKO HUBO Ha OMPEACICHOCT Ha
3ajauynTe, Ha OpraHU3allMOHHATA  CTPYKTYDa,
e(peKTHBHOCTTA HA W3ION3BaHE HAa PECypCHTE,
KBaJIM(UKALUATa Ha IEPCOHANa, Pa3MPOCTPaHEHU
ca BbB  (YHKUIWOHAJIHM  OpraHU3alMH |
(hyHKIIMOHANTHA (hparMeHTanrs IPU HUCKO HHWBO Ha
KOMYHHKAIIHS.

Mexay ¢upmeHnn OHM3HEC TIpoLEecH ca
OW3HEC TIPOIECH, ONKCBAIM KOMYHHKAIUATA
MEX]Ty TPEINPHUITAETO U TOCTABUUIUTE, IBIIEPHU
Ipy>KeCcTBa, TUCTPHUOYTOPH.

Bwrpemnodupmenu Ou3Hec mporecH ca
Mpexa Ha Om3HEeC IpolecuTe oOXBamaria BCUYKH
BUJIOBE IEHHOCTH Ha MPEANPHUITUETO KaTO LSJIO.

Mexay QyHKOUOHATHH  (XOPH3OHTAJIHH)
OM3HEC TPOIECH ca OW3HEC MPOIECH H3ISIIO0 WIIH
YaCTUYHO BKIIIOYBAIM JAEHHOCTTA HA CTPYKTYPHUTE
3B€HA Ha TNPEANPHATHETO, HUMalll pa3JindHa
(YHKIIMOHAHA ¥ 8JIMAHUCTPATUBHA TIOJJYNHEHOCT.

BrwrpennodyHKImoHaTHATE ouzHec
mporecu (moxmpomuecu) ca IPOLIECHU
(TEXHOJIOTUIHM ) oIpasIeIcHUs (equHMTN),

JNEHHOCTTa Ha KOWTO € OTpaHH4YeHa B PaMKUTE Ha
€ITHO (hyHKITMOHATHO nojApa3aeacHue Ha
OpraHu3aLMITA.

3. 3akiarouenune

PeutkeHepHHIBT e HAaCO4YEeH KBbM
rnoBuinaBaHe e()EeKTUBHOCTTa Ha JCHHOCTTa Ha
o0OekTa, 3a Ch3JaBaHe IEHHOCT (CTOWHOCT) 3a
KJIMEHTa, KOETO CHOTBETCTBA Ha ILIEJIUTE Ha OM3HEC
nporeca. [Ipoiiec Ha pEeMHXKCHEPUHT ca OH3HEC
MPOIECUTE, IOpady KOETO KIIIOYOBa pOJIi HMMa
OTJCNSHETO, HMICHTU(QUIMPAHETO HAa  OW3HEC
MPOIECUTE B MPEANPHUITHETO. PEeHHKCHEPUHIBT Ha
OM3HEC TIPOLIECUTE € ChbBPEMEHEH Crocod 3a
yhpaBlicHHe, KOMTO MOMPHHACS 3a TMOCTHTaHe Ha
BHCOKa KOHKYPEHTOCIOCOOHOCT Ha MPEANPHUATHSATA.
Bp3npuema ce kKaro eIMH HOB METOI B
yIpaBICHUETO, ¢ KOWTO Ja Ce MPEOCMHUCIAT U
MPEPOSKTHPAT OU3HEC MPOIECUTE U JECHHOCTHTE
Ha TPEINPUATHATA C LIEJ] MOCTUraHe Ha MO-BHCOKU
pe3yaTaTH.
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BAJIMJALIIAA HA JAHHU ITPU
MN3CJIEABAHUA, CBBP3AHU CHC
COIUAJIHATA POJIA HA ITOJIA

AHTOHUNA JIABAPOBA

Pe3tome: Ocrosnama yen na mosu Hayuen 0OKIA0 e Ha 6a3a Ha OeUCmeauia HOpMamueHa
ypeoba 6 Penybnruxa bvacapus 0a npedcmasu cnocobume 3a 8aiudayusi Ha OAHHU Npu
U3CIe08aHUsl, CE8bP3AHU CbC coyuannama poias na noaa. llpu usepasccoane na mosu
KOHCIMPYKM U NOCMUSAHEMO HA OCHOBHAMA Yei ciedsa 0a ce Oepuuupam o06e HaAy4Hu
3a0auu:

1) Onpedenane na nooxoou, pereawmuu HA OelUCMBUMETHOCMMA, Ype3 KOUMo
Moeam O0a ce 8anuoupam OaHuHU NPU U3CTE08AHUS, CELP3AHU CbC COYUATHANA
PoJs Ha noaa.

2)  Hsepadxcoane na coyuanrnu npogunu, npu oeiucmeumenna eaiuoayusi Ha OaHHume
Om AHKEMHU NPOYYEAHUSL

KawouoBu qymu: cmamucmuyecku 0aHHU, AnUOAyUs HA OAHHU, COYUATHA POJi HA NOJA,
coyuanuu npoguiu

DATA VALIDATION FOR STUDIES RELATED
TO THE SOCIAL ROLE OF SEX

ANTONIA LAZAROVA

Abstract: The main objective of this scientific report is based on a valid legal framework
in the Republic of Bulgaria to present the means of validating data in studies related to the
social role of sex. When constructing this construct and achieving the main goal, two
scientific tasks should be defined.:

1) Identify of reality relevant approaches from which data can be validated in studies

related to the social role of sex.

2)  2) Building social profiles, in case of actual validation of surveys data

Key words: statistical data, data validation, social role of sex, social profiles

1. HopmaTuBHa ypenda, cBbp3aHa cbe
COLHAIHATA POJIsS HA TMoJIa

BB (Qokyca HA HACTOSMMAT HAydeH
JOKJaJ ca MPEACTaBEHU JBa OCHOBHM JIOKYMEHTA,
B YMITO 00XBaT ce pa3riiek/ia COMAIHATA POJIS Ha
moma B PemyOmmka bearapus — 3akoH 3a
PaBHOIIOCTAaBEHOCT Ha XEHUTE U MBxeTe [1] u
3akoH 3a 3amura oT AuckpumuHanus [2]. 1 B aBaTta
HOPMAaTHBHHU JOKYMEHTH 00XBara Ha COIIMATHHUTE
pOJIM Ha TI0JIa ¢a TTOCOYCHH M3KIIFOUUTEITHO TOYHO B
xunoresute Ha wi.l(1), (2) , wi. 2 mo wi 4(2)

BKJIFOYUTEIIHO OT 3aKOHA 3a PaBHOIIOCTAaBEHOCT Ha
JKEHUTE MW MBXKETe, KaKTO € TI0OCOYCHO B
NONBIIHUTEIIHUTE pasmnopendu § 1. T.1.
,,PABHOIIOCTABEHOCT Ha KEHUTE U MBXKETe* € paBHU
mpaBa W 3aJbJDKCHUS, pPaBHH BB3MOXHOCTH 32
peanm3anus ¥ 3a TPEONONIIBaHE HA TPEYKH BBHB
BCHYKH O00JIaCTH Ha OOIIECTBEHUS KHUBOT, KaTo
JKESHUTE U MBIKETE ca CBOOOIHHU Jia pa3BUBAT CBOUTE
JUYHA CIOCOOHOCTH W Ja TpaBaAT u3zbop 0Oe3
OTpaHMUYEHHUATa Ha COIMajHaTa poJisi Ha CBOA
mon.“[1] Ha mpakTuka craBa siCHO, Y€ OCHOBHHST
(okyc U Ha JBaTa TOKyMCHTAa ¢ MHTETPHUPAHETO Ha
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PaBHOIIOCTABEHOCTTA HA )KEHUTE U MBXKETe, KAaKTO U
OIIEHKa Ha BB3ACHCTBUETO IO TMPHU3HAK IO,
BB3MpPHUETA KAaTO YacT ,, OT COI[MAJIHATa OLICHKA U
BKJIIOYBA  OIEHKAaTa Ha  BB3JACHCTBUETO  Ha
HOpDMaTUBHUTE  aKTOBE M  CTPaTEeTHYECKUTE
JIOKYMEHTH OTHOCHO TIOJOXXEHHETO Ha >KEHUTE H
MBXKETE, Taka 4ue, Mpujaraiku Te3U MpPeI0KEHUs,
na ce OCHUTYpH HEyTpaJln3upaHe Ha
TUCKPUMHUHAIMOHHNTE e()eKTH W Ja C€ HaChpUH
PaBHOIIOCTaBEHOCTTa Ha moJioBeTe.[1]

[lpu Ttaka peduHUpPAHUAT HOPMATHBCH
KOHCTPYKT BB3HHKBa OOCKTHBHATa HEOOXOJUMOCT
Jla ce W3cleaBaT MOOPHUTE EBPOIEHCKU NpPaKTHKH
NpU TPOYUBAHMSI, CBBP3aHU CHC COIMANIHATA POJIS

Ha T0Ja, KakTo W SICHO Ja Ce OdYepTasr
OrpaHHYeHHsTa TpH pabora ¢  ITBPBUYHHU
CTaTUCTUYECKH  JIaHHH, CBBpP3aHU C  TOJa.

M3xoxmaiikn oT xmmote3ara Ha wi. 6 (1),(2) ot
Koncturymusta Ha PemyOmmka bearapums [3] u
pasmopendure Ha 3akoHa 3a craTHCTHKaTa[4],
clieqBa Ja ce UMa MPEBU/, Ye MPU BATHIAIUATA Ha
JAHHU TP U3CIIEABAHNA, CBBP3aHU ChC COIMATHATA
poiis Ha Tola € HeoOXOAWMMO Ja Cce CleaBa
ANTrOPUTHMA:
e (CraOWIHOCT, SCHOTA,
ITBJTHOTA HA JAHHUTE
e CrarucTryecka 3HaYNMOCT Ha U3UYHCIICHUTE
nmapaMeTpH, KaTo ce OCHTYpH
0e3npHUCTPACTHOCT TIPH TPETUPAHETO HAa
PECTIOHACHTHUTE
e KagecTBO Ha mpuOMMKEeHHETO Ha 0a3a Ha
aNTepHATUBEH KOoeHITUECHT Ha
Kopenauus [ 5]

00EKTUBHOCT W

2. Moaxonu 3a BaJuAalHs HA JaHHU NPH
n3CcJeBaHUsl, CBbP3aHH ChC CONHAIHATA
poJisi Ha moJa

Wzcnenpanusra, CBbp3aHU ChC COLMATTHATA
ponss Ha mona B bBbarapus ciexaBa ga  ce
MPEIXOKAAT OT pa30MpaHeTo, 4Ye TOBa cCa TEMH,
KOUTO B OOIIECTBOTO HMAT CTEPUOTHUIIM3AIIMS,
JIOCTa YeCTO CTUTalla JI0 CTUTMATH3allvs U HEe Ha
MOCTIeTHO MSICTO MOpakaat MHOECTBO
npenpaschIblin. B crieacTBue Ha Ta3u colMaHA
JICHCTBUTEITHOCT BB3HUKBA oOeKTHBHATA
HEOOXOJIMMOCT €THOBPEMEHHO JIa ce U3IOJI3BaT J[Ba
MOJIX0/1a, CTPYKTYPHO Pa3IMYHU B pAMKHUTE Ha €IHO
TaKOBa M3CJIC/IBAHE.

[IbpBUST MOJTX O] nperoara
BAIMMPAHETO HAa JIAHHWUTE Ja Cc€ W3BBpIIBa Ha
Oazata WHTETPUPAHO W3II0JI3BAHE Ha
TICUXOJIOTHYECKU CKAJIM U CTATUCTUYECKU TOIXOJ.
BescriopHo TO3M moaxox € ymoOeH W JIocTa 4ecTo
W3IOJI3BaH, 3alloTO ce 0Oa3upa Ha KOJIHYCCTBCHH
OIICHKW, KaTO CIHOBPEMEHHO C TOBa T C€
BaTUAMpAT Ype3 ckana Ha awkara (MMPI tecr).[6]
C men mpeojonsiBaHe Ha €CTECTBEHUSI CTPEMEXK Ha

JUIaTta Ja Cce TPEACTaBIT B OJarompHsTHA
CBETJIMHA U CJAHOBPEMEHHO C TOBa Ja Ce
MPEOJIONEST MPeNpa3ChIAbIIUTE TIO0 BBIPOCUTE 3a

comuajiiHaTa pojid Ha 10Ja, CTaTUCTUYECKara
MMpaKTHUKa Cbh3JaBa BB3MOXHOCTHU qupe3
KyMYJIaTUBHHA BBIIPOCHU B paMKHUTC Ha

M3CIICIBAHETO, TOBA JICCHO Ja CE CIIyYH.

Bropust MOIXO0J mpejnoara
CHOBPEMECHHO U3IIOJI3BaHE HA COIUOJIOTUS U
CTaTUCTHKA, KaTO CleABa Ja C€ WMa TPEIABUI, 1
peaTHOTO OCh3HABAHE HA COITMATHATa PO Ha IToJIa
Mpy  pa3IMyHUTE JHIa B COIUyMa € CTPOro
HMHAMBHIYyaJHO KaTO Ipolec. Bb3mpreMaHeTo Ha
MOBEJIEHYECKM MOJEIM B OOIIECTBOTO ,,0TBBH,
OTIIaIaHETO Ha CTUrMAaTH3aLHITa BBPXY
BB3MOXHOCTHUTE HA )KCHUTE J1a U3BHPINBAT TUITHYHO
MBXKH MPOPECHU U PEaTHO J1a UMAT YIPABJICHCKH
(YyHKIIMM B TOJIEMH OpTaHU3alluH, Ja WMaT 10 —
BHCOKA 3aIiiaTa OT MapTHhOPA CH JIOBENC U JIO HOBO
pazbupane B  OBJTApCKOTO  OOIIECTBO 32
compaiHaTta poyii Ha moja. Ilpm Bammmanms Ha
JTAaHHHM TIPY U3CIICABAHUSA, CBBP3aHU ChC COIMATHATA
poJis Ha MoJia Mpe3 HpU3MaTa Ha COLMOJIOTHATA W
CTaTHCTUYECKaTa MPAKTHKA, CIIe/IBA JIa CE M3IMOI3Ba
(haKTOIIOTUYHOTO  WM3y4YaBaHE HA  OIPEJEIICH
mpobsieM [7], XapakTepHO 3a COIMOJIOTUYHHTE
AHKETH W MHOT000pasme OT CJIadh CTaTUCTHYCCKH
CKaJIM ¥ IPEKbCHATH METPUPAHH TIPHU3HAIIH.

Tesn nBa moaxoma, camMo 1o cebe cu
WHTEPIUCIMIIMHAPHO, MOraT YCIEIIHO Ja Cce
OKpYIIHAT B paMKHMTE Ha €IHa aHKeTHa Kapta. Ilo
TO3W Ha4YMH €()EKTUBHO MOXE Ype3 CTATHUCTUYCCKH
3aKITIOYCHHUS H HaJIeKIHA KOpeNaIoHHU
KOe(HUIMEHTH Ja Ce M3MEPH COLMaJHaTa PoJid Ha
nosia B bwnrapus.

Upe3 m3rpaxkJaHeTO Ha TakaBa aHKETHA
KapTa MoraT Jia Ce M3rpajsiT paMKHUTE W Ja ce
OHpeZIeJIfIT IIeTepMI/IHaHTI/ITe, CB’bp?,aHI/I ChC
collMasTHaTa PoJisi Ha T0JIa — POJIMTE U CTPYKTypara
Ha CEMENCTBOTO, JIOXOJUTE, Pa3XxoJIuTe U ceMelHaTa
W3MIPBXKKA, TMpodecHoHaTHaTa peain3anys Ha
MBIKETE U )KEHUTE, CEKCyaTHATa OPUCHTAIIHS.

3. M3rpaxxnaHe Ha COUATHM MPOUIIH,
NPH JeHCTBUTEIHA BATUAALMS HA
JaHHHUTE OT AHKETHH MPOYy4YBaHUSA

IIpoBeneHo e MNHUIOTHO H3CIEIBAHE 32
anpoOMpaHe Ha aHKETHA KapTa, B KOATO HMa
WHTECTPUPAHU CKaJM Ha JbXkKara, (aKTONOTHYHU
BBIOPOCH W  KyMYyJaTUBHU  BBIPOCH, HU3BBH
CTaHIAPTH3MPAHUTE CTATUCTHYECKH CKald 34
n3MepBaHe. Ynorpebata Ha KyMYJIaTUBHU BBIPOCH
CMoco0CTBa 3a CTPYKTYpUpPaHEe HA aHKETHATa KapTa
II0 HAa4YHH, KOUTO noamnomMmara BBBEXKIAHECTO Ha
CKaJIM Ha JIbXaTa U (baKTOJ]OFI/I‘-IHI/ITe BBIIPOCH, 663
TOBa [Jla Ch3[aBa HETATUBHHM YCCIIAHUSA OT
PECHIOH/ICHTHTE.
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B mepuoga 20.12.2017 no 1.02.2018 rogmna
W3CJIEIBAHETO € MPOBEICHO HA TEPUTOPUSATA HA TPU
HACEJICHH MECTa, W30paHu Ha CIIy4yacH MPHUHIUI —
Codust, [TnosauB u Pakoscku. Ille ce mpencrassr
BB3MOKHOCTUTE 32 U3IPAXKIAHE HA COLUAIHU
npoduin, TPy JIEHCTBUTENTHA BaIUIANNS HA JaHHH
OT aHKETHU MPOYYBAHMUS, KACACIIN COLUAIHATA PO

Ha Tmona B bearapumsa. OOmmre maHHU 3a
CBBKYITHOCTTAa ~ OTrOBapsAT  Ha  W3MCKBaHHATA
3aJIeTHATM B TPEXOJHUTE U  3aKIFOYUTEITHUTE

pasmopenOv Ha 3aKoHa 3a CTaTUCTUKaTa M Ha
n00pUTe E€BPONEHCKU CTATUCTUYECKH MPAKTHKH.
BBIpocHUKBT, MUIIOTEH N0 CBOSI XapakTep, ChbpKa
B cebe cu | JOUXOTOMEH MpU3HAK, 6 MEeTpHpaHu
IIPEeKbCHATU MPU3HALM, KOUTO KacasT Bb3pacTTa Ha
AQHKETUPAHUTE JINLA, JOXOAUTE UM B PAMKHUTE Ha
JIOMaKWHCTBOTO U JOXOABT HA ISTIOTO JOMaKHHCTBO,
pasxoaMre Ha JMLaTa 10 CTPYKTYPU M CTOMHOCTTA
Ha €XEeMEeCeUYHUTe MM TOKYyIKH, 11 KareropuuitHu
HIpU3HALHY, 9 ¢axTonornyHn BBIIPOCA [7],
5 KyMyJaTUBHHM BBIIpOCAa M HHTETpUpaHa CKajla Ha
nwxara (L)[6].

O6wWwm gaHHU 32 CbBKYNHOCTTa MO oA ot
NUMNOTHO NpOYyYBaHe B Nepuoga
20.12.2017 po 1.02.2018 roguHa, %

B Mbxe M XeHun

Due. 1. Obwu dannu 3a Cb8KYRHOCIMA NO NOJ
OmM NULOMHO NPOYUEAHE 6 NEPUOOA -
20.12.2017 00 1.02.2018 200una

06w AaHHM 33 CbBKYNMHOCTTA cnopes
HaceneHoTo MACTO OT NUNOTHO
npoy4saHe B nepuoga - 20.12.2017 po
1.02.2018 ropuHa, %

24%

PakoBscku

H Codua MMnosgus

Due. 2. O6wu dannu 3a Cb8KYNHOCMMA
Cnopeod HACEeNeHOMO MACO 0N NULOMHO
npoyusane 6 nepuooa - 20.12.2017 oo
1.02.2018 200una

Taonuya 1. Obwu oannu 3a cvLEKynHocmma
Cnopeo CekcyarHama OpueHmayus Om nuionmHo
npoyusare 6 nepuooa - 20.12.2017 oo
1.02.2018 2o0una

OO0y JaHHM 32 CbBKYINIHOCTTA CIIOPeN

CeKCyaJTHATA OPHEHTAIUS OT MUJIOTHO

npoy4Base B nepuoaa - 20.12.2017 go
1.02.2018 rogumnaa

Bamara cekcyanna Mpbxe Kenn
OpHUEHTalMs €:
XerepoceKkcyaaHa 31 38
XoMocekcyaliHa 9 10
bucekcyanna 4 11
AcekcyaiiHa 1 1
['peiicekcyanna 0 0
[Tancekcyanna 0 1
WHTepcekcyaHocT 0 0
Hpyra... 0 0
*Moutst, TocoyeTe

B npencraBeHuTe NaHHM B paMKUTE Ha
CBbBKYITHOCTTA cTaBa SICHO, e BBIIPOCHUTE,
(dopMynupaHn 3a MOJ, CEKCyajJHa OpUEHTALMs U
HACEJICHOTO MSICTO, HE HapylIiaBaT pa3OMpaHETO Ha
MOTPEeOUTENNTE 32 AOMYCTHMOCT Ha 3aIUTBAHUSITA.
Ha npaktrka ca cnaszenu pasmnopendurte Ha 3aKoHa
3a 3aIIMTa OT JUCKPUMMHALIMAL.

B tabmuia 2 OposT ynia € JTOMaKWuHCTBOTO
ca JeTepMHUHMpaHH W Ha 0Oaza Ha (PaKTHUECKOTO
CbCTOSHME HAa TEXHUTE JIOMAKHMHCTBA, KOETO
Mpe/ioiara OCBEH pealiHusi Opol nIa Jia ce oT4yere
" CTPYKTypaTa Ha JOMAaKMHCTBOTO, ACTCPMHUHHpPAaHA
no noji. Ha 6a3za Ha ChIIMAT JIOTMYECKH KOHCTPYKT
JETAIM3UpaHo € MpeAcTaBeHa MpogecusiTa, KOsSTO
JLAaTa YIPaKHIBAT, KaTO TO3M BBIPOC B PAMKHTE
Ha AaHKETHaTa KapTa € OTBOPEH U [JaBa peajHa
BB3MOXKHOCT 32 OOEKTUBH3MPAHE HA OTTOBOPUTE UM
U HaJJICKHO CTAaTUCTHYCCKO OKPYIIHABAHC 110
KaTeropueH NpHU3HaK.

Tabnuua 2. Obwu 0aHHU 3a CHE8KYNHOCMMA
cnopeo bpos 1uya 8 OOMAKUHCIMEOMO 0N NULOMHO
npoyusane 6 nepuooa - 20.12.2017 oo

1.02.2018 eo0una

OO0mm 7aHHM 32 CBBKYIHOCTTA criopes Opost
JIMIA B AOMAKHHCTBOTO OT NMUJOTHO MPOYy4YBaHe
B nepuona - 20.12.2017 no 1.02.2018 roquna

bpos Ha nuuara B Mmbxe Kenn
JIOMaKUHCTBOTO BH €:

Enno nuie 27 29
(>xuBest cam/a)

[Be nuna 11 18
(>kuBes C
apTHLOP/POUTEN/CAMOTCH
POJIUTET C JIETE)
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Tpu nuna 5 7
(camoTeH pomuTen ¢
JIBE JIe11a/CeMEHCTBO WK
(haKTHYUECKO CHIKUTEIICTBO
C €THO JIETE)

Uetupwu murma 1 5
(B Opak/akTHuecko
CBKHUTEJICTBO C €JTHO JIETE)

[Ter muma 1 2
(B Opak ¢ Tpu nmera)

Taonuua 3. Obwu OanHU 3a CHEKYNHOCMMA CROPEO
npoghecusima om nuIoMHO NPOYUEAne 8 Nepuood -
20.12.2017 00 1.02.2018 2o0una (omsopen 8vnpoc)

OO0y JaHHM 32 CbBKYIIHOCTTA CIIOpe.
npogecusaTa OT NUJIOTHO MPOYYBaHe B MePHOAA -
20.12.2017 g0 1.02.2018 roquna

TEXHUTE OTrOBOPH  TIOJICKa3BaT  IKeJlaHWe
MApTHHOPUTE UM JIa YIacTBaT B TO3H ITPOIIEC.

WU3ppuiKKa Ha CceMeMCTBOTO C BbBEAEH
CKaNa Ha TbaTa oT NMAOTHO NpOoyyYBaHe
B Nepuoaa - 20.12.2017 go
1,02.2018 roguHa
30

20

10

Muke Lmbe Henn Lieru

W Ko# 88 BalweTo cemeiCTBO HMa NO-TONAM OTHOCHTENEH AN & MIADBHKATA My? A3
HMILLPHEAM HILAND CEMERCTBOTO (i,

W Ko# 818 BAWETO CeMeCTEO MM NC-TONAM OTHOCHTENEH 1A 8 M3JPLHKETA My?
T2PTHLOPLT/KATS MK H3ABKE HILANG CEMERCTBOTO HH.
Koit 88 BaweTo cemeiiCTBO MMa NO-rONAM OTHOCHTENEH AN & MIADbAKATA My? M
JB3MaTa N0 PaBHD.

B Koi 8b8 B2WETO CBMERACTBO HM3 NO-TONAM OTHOCHTENEH AAN B MIADBHKATA My?
POUTENHTE Hit/MM NOANOMAraT 8 [ONAME CTENEH H3[IBKKATE HH MK,

Due. 3. H30pvoicka Ha ceMelicme8omo ¢ 8b8edeHa
CKANA HA 1bACAmMA OM NUIOMHO NPOY4EaHe 8
nepuooda - 20.12.2017 oo 1.02.2018 coouna

Bamara Mmpxe Kenu
mpocecus e:
Jlexap/ka 3 7
AnBokat/ka 5 9
CrnyxuTten/ka B 12 13
yacTHa (upma
CrnyxuTten/ka B 1 3
JbpIKaBHA
aJIMUHUCTPALINS
CobcTBeHuK / UKa 5 6
Ha MaJIbK OM3HEC
IT — cienmaniuct/ka 7 6
OxpanuTen/ka 4 1
B maitunncTBO 0 2
bespaboren/a 1 10
Crynent/ka 7 4

Ha rtpaduxu 3, 4 u 5 ca mnpencraBenn
JMAHHUTE OT MWIOTHOTO TPOydYBaHe, Karo ca
W3MEPEeHH OTKIIOHEHUSATAa TPU OTTOBOp HA €IWH H
CBIII BBIIPOC, HO PA3JIMYHO CTPYKTYPUPAH B PAMKHTE
Ha aHKeTHaTta Kapta. [lpaBaT BhedaTiieHWe
M3KITIOYHUTEIIHO BHCOKUTE HHBAa Ha CKajlaTa Ha
JTBXKaTa TMPH BBIPOCH OT WKOHOMHYECKO E€CTECTBO,
Kacaely M3JphKKaTa Ha CEMEHCTBOTO M B3EMaHETO
Ha pelIeHUSATa 3a TOKYIIKH B pPaMKUTE MYy.
WBKITFOUMTEITHO TPYAHO € Jla ce M3rpajsT MpoQuy,
JICTEpMHIHHUpAIIY COLMATHATA POJIsl Ha T0JIa, 3apajn
JIBIIOOKO BKOPEHEHW BSPBaHUWs W pa30oWpaHus 3a
CTEpEOTHITHUTE pOJM Ha Tojla B paMKHUTE Ha
Obarapckute cemericTBa (lomakuHcTBa). OkasBa ce
Ha TPaKTHKA, Y€ JKEHHWTE ca CKJIOHHHU J1a IIHKAT 3a
o0emMa Ha OTTOBOPHOCTHUTE, C KOWUTO Ca ce HarbpOmim
B PAaMKHUTE Ha CEMEHCTBOTO CH (JIOMaKHHCTBOTO CH)
U ca CKJIOHHM Jla TPOCKTHpAT BSPBAHUSTA CH U
HAJICK/IUTE CH, OTKOJKOTO JIa OTTOBOPST YECTHO 3a
peaiHaTa cuUTyanus, B KOATO ce Hamupar. ToBa e
0c00eHO BHJHO B rpaduka 5, Ha KOSITO € 3a/aJICH
BBIIPOCA, YU € OTTOBOPHOCTTA 32 BH3IUTAHUETO HA
Jerara, kato (okyca € HacoueH KbM IKEHUTE, a

B3emaHe Ha pelueHHA 33 NOKYNKKU
B JOMAaKMHCTBOTO — pasnpeaensHe
Ha 6I0fKeT U OTTOBOPHOCTH €
BbBEAEHa CKana Ha bXaTtaun
($haKTONOrMYHU BBNPOCH OT
NUIOTHO NPOYYBaHe B Nepuoga -
20.12.2017 po 1.02.2018 roguHa

Muie Lnbike Henu LiteHn

B Kol 568 BaweTo cemelicTaO [10MaKnHCTS0) pasnipesens BiomieTa n ssema pewerys
53 noKpKH? A,

B Kol 518 BaeTo cemeicTaO [10MaKMHCTB0) pasnipesens BioieTa  Bsema pewiekys
53 nokyi? TlapTHbOpST/iaTa M.
KoiA 5ba Baiwero cemericToo |aomarnHcrso) pasnpeaens Biogsera n 53ema pewena
58 nowyI? M A5aMaTa N0 pasHo, 35HCH 33 KaKBH NIORYTIKN CTBa SBMPOC.

B ol 5ba Bawero cemeicTso [aomanycrso) pasnpenens BromieTa n s3ema peweria
53 nowymi? Pogurenre rnfwm.

Que. 4. Bzemane na pewienus 3a noKynku 8
00OMAKUHCMBOMO — pasnpeoeisine Ha 6100icem u
0M20BOPHOCMU C 8bBEOCHA CKANA HA AbIHCAMA U

(haxkmonocuuHu 8bNPoOCY OM NUIOMHO NPOVUEAHE 8
nepuooa - 20.12.2017 oo 1.02.2018 coouna

n
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OTroBopHOCTTA 3@ BL3NUTAaHMETO Ha AeuaTa Ha
6a3a Ha GaKTONOrMYHN BBNPOCK U BbBEAEHA
CKana Ha Nb}aTa OT NUNOTHO NPOoy4YBaHe B
nepuoaa - 20.12.2017 po 1.02.2018 roauHa

30 gy 22

14 1
15 1345

10
5 o 3 o AP 2 2
0 - .. = seEw

~
=)

Hamam aeua

Wauano moA.

Ha poaurenure /MK

Ha aetckara rpafuHa/yanamuero.

W aBamarta no pasHo ce CTpemMumM aa
JLaBaMe NPUVED H 13 CHBETBAME

YWA € OTTOBOPHOCTTA 33 BL3NHTAHHETO Ha 1ELATA, AKO HMATe TAKNBa BbB BAlETO CeMeicTBo
(aomarmHcTeo)?

EMbie Blmbwe Bienn B Lwenn

@ue. 5. Omeosoprocmma 3a 8b3NUMAHUETNO HA
deyama Ha 6a3a HA PAKMOIO2UYHU GBNPOCU U
6bBEOCHA CKANA HA TbIHCAMA OM NUTOTHO
npoyusane 6 nepuooa - 20.12.2017 oo
1.02.2018 2o0una

4. U3Boau

Ha 0a3a Ha npejictaBeHUTE OOINM JaHHU 3a
CHBKYITHOCTTa CTaBa SICHO, Y€ COIMATHUTE POJIA Ha
rmojia B OBITapCKOTO OOIIECTBO Ca CE MPOMEHIUTH.
Bce mnoseue JIMIa XUBCAT CaMM HJIM Ca CaMOTHH
pooutenu BBB Bb3pacTroBata rpyma ot 30 0
35 roaMHU, KaTO MO-TOJISIMATA YaCcT OT aHKETUPAHUTE
Jiila Ca BHUCHIUCTH WJIM B MOMCHTA YydaT BHCHIC
oOpa3oBaHMe ® C€ CTpeMSIT KbM  Ji00pa
npodecronanHa peanm3anus. Pomsra Ha keHHWTE B
CEeMENCTBOTO, 00aue € CIITHO MPOMEHEHa, KaTo Ha
IIPAaKTHUKA e HOCSIT OTTOBOPHOCT 3a
npodecroHaIHaTa CH Pean3alis, Bb3IMUTAHUETO H
OTIIISKJAHETO Ha Jerara, HOCST JO0XOMW, IOYTH,
KOJIKOTO MapTHBOPHUTE CH U B3EMAaT CaMOCTOSTCIHH
peteHus 3a nokynku. KonkoTo u heMHUHICTHYHO 112
3By4YaT T€3W KOHCTATAaIUX OT TpadUKUTE € BUIHO, e
mopagyd yBaXEHHE, NaTpUapXaJHH CTUTMH, OIIE
6I/ITYBaHII/I B Cb3HAHUECTO Ha XCHUTEC, TC CC OIIMTBAT
Ja ,,11a3siT" CTaTyKBOTO M OOIIECTBEHO MPHUEMIINBATA
PO HA TAPTHROPA CH B OYUTE Ha OOIIECTBOTO.

5. 3akirouenne

HpCILCTaBeHI/ITe JaHHHN OTTrOoBapsiT Ha
M3UCKBaHMATA Ha 3aKOHA 3a CTAaTHCTUKATa Ha

PenyOnuka Bwarapust [4] u BbIpEeKH BHBEICHUTE
CKaJIK 3a JIbKa, T€ HaJEKIHO MOTAaT Ja U3rpasiT u
BaJIMJUpaT NPOYy4YBaHE, CBBP3aHO ChC COLMATIHATA
poJisl Ha MoJyla, KOSTO CE H3pas3siBa OCBEH upe3
MPUHAICKHOCT KbM OMNpeAeiicH (U3UYEH IMON U
ype3 mpodecusTa, CeKcyalHaTa OpHUEHTaLus,
CTpyKTypaTa Ha CceMeWcTBaTa M JOMAaKHHCTBATa,
JIOXOJIUTE U OTrOBOPHOCTUTE B PaMKHUTE Ha €JIHO
CHKUTEIICTBO, B Opak WM IPH CaMOCTOSTEIHO
KHUBECHE.
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CORROSION PROTECTION WITH INHIBITORS
QUATERNARY AMMONIUM BROMIDES

ANGELINA POPOVA

Abstract: Two quaternary ammonim bromides are used as inhibitors of mild steel
corrosion in 1 M HCI. Their behavior is studied with the application of gravimetric and
potentiodynamic voltammetry methods. Additional gravimetric experiments are carried in 1
M H>SO, aiming a comparison of the protective properties observed. The information
summarized leads to the conclusion that the inhibitive properties of the bromides
investigated depend on their concentration and molecular structure.

Key words: mild steel, corrosion, inhibitors.

1. Introduction

The enormous material losses in the field of
industry caused by corrosion make the latter a
significant economic problem. That is why the
elaboration of methods for corrosion protection is a
research trend of great priority [1-3].

The use of corrosion inhibitors is an
approach of great importance [4,5]. In an acid
medium the inhibition is exercised by a layer of the
inhibitor’s adsorbed molecules. The elucidation of a
connection between the protective properties and
the molecular structure of the organic substances
used as inhibitors in aqueous acid solutions is of a
profound interest.

It is found that compounds of the group of
the quaternary ammonium salts provide very good
protective properties. The molecular structure of the
substances studied is chosen to outline the effect of
the adsorbed species area through comparing the
behavior of molecules of a different size (Table 1).
The compounds used in this investigation are
specifically synthesized and studied for the first
time as inhibitors..

2. Experimental

Two classical techniques were used to
determine the corrosion inhibitor characteristics of
the quaternary ammonium bromides — gravimetry
and potentiodynamic voltammetry.

The gravimetric measurements were carried
out at definite time intervals of 24h at a room
temperature (20+£2°C) using an analytical balance.
The specimens of an area of 11.3 cm” were of a
round shape to avoid edges effects attributed to
high-speed corrosion proceeding. The preliminary
treatment included pickling in a solution containing

concentrated HNO; and H,SO,, washing with
distilled water and an ethanol-ether mixture. Three
specimens were immersed simultaneously in every
beaker containing 250 mL of the test solution.

The potentiodynamic polarization
experiments were carried out in a conventional
three- compartment electrochemical cell. A mild
steel cylinder pressed into a Teflon holder served as
a working electrode (WE). Its working area of 0.5
cm’” remained precisely fixed. A saturated calomel
electrode (SCE) connected through a salt bridge
was used as a reference electr4ode, while platinum
sheet acted as counter electrode. Prior to each
experiment the WE was wet abraded with 600-
grade emery paper, rinsed with distilled water and
an ethanol-ether mixture. Then it was inserted
immediately into the glass cell which contained 250
mL of the test solution.

EG&G Instruments PAR model 273
potentiostat monitored by an IBM personal
computer via a GPIB-IIA interface and M342
software were used to run the tests as well as to
collect and treat the experimental data.

The polarization curves were recorded from
ca -250 mV to +130 mV vs. the measured corrosion

potential Ecor with a scan rate of 0.2 mV/s starting
one minute after the immersion of the WE in the
test solution. The anodic (b,) and cathodic (b.) Tafel
constants, the corrosion potential (E.,.) and the
corrosion current density (j..,) were determined
using PARCalc342 data analysis technique.

All plots and calculated parameters were

mean values of at least five independent
experiments. Standard deviations were also
reported.

Copyright © 2018 by Technical University of Sofia, Plovdiv branch, Bulgaria
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The inhibitor efficiency [E (%) was
calculated from the gravimetric and
potentiodynamic measurements using the relations:

IE(%) = x100 @)
w,
0
J ~Jeorr
TE(%) = corr.,O corri 100 @)

J corr,0

where wy and w; in g/mzh are the average corrosion
rates in absence and presence of an inhibitor, while
Jeorro and je,,; are the corresponding corrosion
current densities.

3. Results and Discussion
3.1.Inhibiting efficiency

Gravimetric  tests.  The  quaternary
ammonium salts are studied inIM HCI and 1M
H,S0O, solutions of a wide concentration range. The
highest possible concentration value is limited by
the plateau reached in the corresponding
concentration dependence of the inhibiting
efficiency or the compound solubility (10° M for
SS). The mean values of the corrosion rate, w
(gm’h), and that the corresponding inhibiting
efficiency, /E (%), evaluated in accordance with Eq.
(1), are determined for each concentration studied.
Fig. 1 illustrates the results obtained in 1 M HCI
medium, while Fig. 2 — those in 1 M H,SO,
solution. It is worth noting that the value of the
surface coverage degree, 0, is plotted on the
ordinate axis assuming that IE(%)=0x100. The
same data is used in adsorption characteristics
determination. The figures pointed above show that
the efficiency of the compounds studied depends on
their concentration. It is seen that the protective
effect increases initially with the increase of the
concentration, ¢;. It changes slightly upon reaching
a definite concentration value accepted as an
optimal one. The latter has a different characteristic
value for each inhibitor. The difference in the

Taonuya 1. Investigated quaternary ammonium
salts as inhibitors

Compounds Structural
formulae
3-Methylbenzo[d]|thiazol- S
3-ium bromide (MTB) C[ />
N
B\
CHs
3,4-Dihydro-2H-benzo[4,5] S
thiazolo[2,3-b][1,3]thiazin- %\S
5-ium bromide (SS) N\\)
Br

08

0.6

04

02F

00 & 1 | 1 1
7 -6 -5 4 3 2 -1
log ¢:(M)

Due. 1. Inhibition efficiency and adsorption
isotherms of quaternary ammonium
bromides in 1 M HCI - experimental

gravimetric data referring to SS (®) and

MTB ().
H],O
08
0.6
04
1 M H,80,
02F
0.0 1 | 1 1
-7 -6 -5 -4 -3 2 1

log c¢i(M)

Due. 2. Inhibition efficiency and adsorption
isotherms of quaternary ammonium
bromides in 1 M H,SO, - experimental
gravimetric data referring to SS (®) and
MTB (0).

inhibiting properties of the three compounds is
obviously connected with the difference in their
molecular structure. It is more vividly expressed at
low and medium concentration values.

The comparison of the inhibitors in 1 M
HCI in view of the maximal efficiency reached
leads to the following line: SS (90.0%) > MTB
(88.0%).

At a concentration of 1x10* M the line
changes to: SS (86.5%) > MTB (26.0%).

The same line is obtained at lower inhibitor
concentrations as well.
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The inhibitor’s sequence following their
highest efficiency in 1 M H,SOy is as follows: MTB
(94.0%) = SS (92.5%).

At a concentration of 1x10* M the line
changes to: SS (91.0%) > MTB (60.0%)

The results of the gravimetric investigation
show that all two compounds have inhibitive
properties in 1 M HCI and 1 M H,SO,. The latter
results are slightly better than those in HCI. The
difference is better outlined in presence of MTB.

SS provides the best protective properties in
1 M HCI in the whole concentration range studied.
It is also the best inhibitor among those investigated
in 1 M H,SO, at the concentration values used. In
fact MTB is slightly better but at concentrations
higher than SS maximal concentration studied. The
latter is in fact insoluble at these MTB
concentrations.

Potentiodynamic voltammetry tests. The
potentiodynamic voltammetry investigations are
carried out in 1 M HCI at various concentrations of
the inhibitors. The polarization curves recorded
provide the determination of the electrochemical
parameters as the corrosion current density, j..,.. the
corrosion potential, E.,,,, the cathodic and anodic
Tafel slopes, b. and b, correspondingly, the
polarization resistance, R,. The variation of the
electrochemical parameters provides to follow the
effect of the inhibitors on the kinetics of the
corrosion process. The values obtained for SS are
listed in Table 2.

Tabnuya 2. Electrochemical parameters

SS
Ci E o -b. b, Jeorr
M mV mV/dee mV/dec pA/cm’

1x10° -520+2 136+3 70+4 458 +47

1x10° -520+3 136+4 75+4 315+16
1x10* -530+2 140+4 8942 195+12
5x10% -532+2 140+5 1107 160+4

1x10° -540+2 143+4 145+11 146+ 6

With concentration increase E,,,. shifts in a
positive direction in presence of MTB, while the
presence of SS brings about a shift in the opposite
direction. The values of the Tafel slopes, b. and b,,
increase with the increase of all compounds
concentration. The results pointed above lead to the
conclusion that all compounds are in fact general
mixed type inhibitors. MTB shows slightly better
expressed anodic behavior, while that of SS tends to
the cathodic one.

The corrosion current density, which is a
measure of the corrosion rate decreases with
increase of the inhibitor’s concentration, ¢;. This is
valid for all compounds studied. The inhibiting
efficiency, /IE (%) , is evaluated on the ground of
the values of j.,, with the application of Eq. (2).
The dependence of /E (%) on ¢; is presented in Fig.
4. It is evident that the inhibiting effect increases
with the concentration increase in case of all
compounds studied. This result is in correspondence
with the gravimetric findings. It is worth noting
that the values of /E (%) found potentiodynamically
are generally lower than those obtained
gravimetrically. This is most probably due to the
different exposure time in the solution — it is 24 h in
the course of the gravimetric tests, while the
polarization curves are potentiodynamically
recorded immediately after the electrode immersion.
Irrespective of this difference the sequence of the
inhibitors in respect to their efficiency stays
unchanged.

=100
=90+
80
70
60
50 -
40 +
30
20 +
10

1
-7 -6 -5 -4 -3 -2
log ci(M)

@ue. 3. Dependence of the inhibiting
efficiency, IE (%), on the inhibitors
concentration, c¢; (M) obtained on the
ground of the potentiodynamic
voltammetric data obtained: SS (®) and
MTB ().

Thus the inhibitors line obtained on the
ground of the highest effect recorded at the highest
available concentration is as follows: SS (79.19) >
MTB (69.1%).

At a concentration of 1x10* M the line
becomes: SS (72.1%) > MTB (10.0%). It has to be
underlined that the lines just presented coincide
with those obtained gravimetrically in 1 M HCI.

The results obtained with potentiodynamic
voltammetry application show that SS has the best
protective properties in the whole concentration
range studied. It can be concluded that the

Copyright © by Technical University - Sofia, Plovdiv branch, Bulgaria
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molecular structure affects also the inhibitive
properties displayed.

3.2.On the inhibiting activity and molecular
structure relation

The different inhibiting properties shown by
the two compounds obtained in the course of study
with the application of different methods are due to
the difference in their molecular structure.

The quaternary ammonium bromides
dissociate in acidic solutions giving ammonium
cations and a bromine anion, Br’. We assume that
the cation structure determines the difference of the
inhibitive properties. The effect of Brpresence in
the solution cannot be excluded because of this
anion disposition to specific adsorption on the metal
surface [5, 6]. This can result to a change of the
surface charge or a synergistic effect, i.e. Br
contribute to the inhibiting effect observed. On the
other hand, Br can favor the adsorption by
decreasing the cations repulsion in the adsorption
layer (the positive values of the interaction
adsorption parameter indicate actual attraction in
the adsorption layer).

We assume that the juxtaposition of MTB
on one hand and SS on the other can outline the
effect of the adsorbed species surface area (in fact
of the cationic part in this case). The experimental
results show that MTB is a weaker inhibitor when
compared to SS at an identical concentration. This
is most probably due to the smaller surface of its
cationic part.

At this stage of our investigations we
assume a probability of Br™ specific adsorption on
the metal surface in both acidic solutions. This
brings about a negative charge to the surface and
explains the relatively close inhibiting efficiency in
both acids. This effect can also favor the physical
adsorption of the molecules cationic part.

4. Conclusions

The two compounds investigated show
protective properties in case of mild steel corrosion
in 1 M HCl and 1 M H,SO, . Their inhibiting effect
increases with their concentration increase.

The results obtained show that the
molecular structure affects essentially the inhibitive
properties ~ when  compared at  identical
concentrations. We assume that physical adsorption
of the molecules cationic parts takes place at the
negatively charged metal surface.
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N3CJIIEABAHE HA KOPO3MOHHOTO INOBEJIAEHUE HA
AJIYMHUHHUEBU CIIVIABA EN AW-2011 u EN AW-2024

KAJIMHA KAMAPCKA

Pe3tome: Anymunuesume cniagu ca KOHCMPYKYUOHHU MAMEPUATY USNONZ6AWU C€ WUUPOKO
6 obnacmma HA ASMOMOOUIOCMPOEHEMO, CAMOIEMOCMPOEHEMO U XUMUYECKama
npomuwnenocm. [lpu maxnama excnioamayus, 8 NPUPOOHU UNU MEXHOIOSUYHU CpedU, me
ca 8 KOMMAKM C a2pecusHu KOMNOHEHMU U 83aUMOOeUcCm8aiky ¢ maAxX NOCMEeNneHHo ce
paspywasam. H3ciredeanemo Ha Kopo3us HA mMe3u MaAmepuaru e om  02POMHO
MEXHONOUYHO — 3HAYeHue, ObIXCaWo Cce HA HAPACMEAWomo um UHOYCMPUATHO
npunodcenue. B nacmoswama cmamus ca npedcmasenu pesyimamume om usciedgane Ha
KOPO3UOHHOMO nogedenue Ha arymunuegu cniasu EN AW-2011 u EN AW-2024 e
pasmeopu Ha azomua kuceauna (HNO3) u 6 pasmeopu nampueg xaopuo (NaCl) ¢ pasnuunu
cmounocmu Ha pH Ha cpedama. Koposuownama ycmouuusocm Ha obpasyume om
AnyMUHUESU CNIASU e OnpedeneHa upes epasumempuier memod. Tonyyenume pesynmamu
noKazeam, ue CKOPOCmMma HA KOPO3Us HA U3CIeO8aHUme ALyMUHUeSU CNIA8U 3a8UCU OM
xXapakmepa Ha cpedama u Om KOHYEeHmMpayus Ha a30MHa KUCETUHA.

KirouoBu pymu: anymunueeu cnaasu EN AW-2011 u ENAW-2024,
YCMOUUU8oOCm

KOpO3UOHHA

INVESTIGATION OF THE CORROSION BEHAVIOR OF

ALUMINIUM ALLOYS EN AW-2011 and EN AW-2024

KALINA KAMARSKA

Abstract :This article presents the results of study about corrosion behaviour of aluminium
alloys EN AW-2011 and EN AW-2024 in solution of nitric acid (HNOj3) and in solution of
sodium chloride (NaCl) at different pH. The corrosion resistance of thus alloys defined by
gravimetric method. The results showed that the pH and concentration of nitric acid can

influence the corrosion rate of this alloys

Key words: aluminum alloys EN AW-2011 and EN AW-2024, corrosion resistance

1. OcHOBHMY MOJIOKEHHUA

AHYMI/IHI/ICBI/ITG CIlJIaBH ce mpujiarat B
MPOMHUIIUIEHOCTTA, OJlarofapeHue Ha peania NeHH!
CBOWCTBa KaTO HHCKO TErjo, BHCOKa SKOCT,
TBBPJOCT M CIHOCOOHOCT N1a 00pa3yBaT IUTBTEH
samuTeH cioit ot Al,Os;. Kopo3noHoTo mnoBeaeHue
Ha aJyMHHHUS U CIUIABUTE MY JIO0 TOJISIMa CTEIEH ce
ompenesis OT XMMHUYHATa YCTOHYMBOCT Ha TO3M
cioii [1]. Besiko BB3aEHCTBIE, KOETO JTOIIPHHACS 3a
CHEMaHe Ha TO3H CJIOH WM HETOBOTO pa3poXBaHE
ycuiBa KOpo3usATa Ha anyMuHHUs. OT CBILICTBEHO
3HaYeHHe 3a CKOpOCTTa My Ha KOpO3us ca
xapakrepa (pH), cbcTaBa, KOHILEHTpalusATa,
TeMmreparypara W OpyrH  IapaMeTpu  Ha
Kopo3uoHHaTa cpena [2]. B Heyrpanna cpena
ATYMHUHUAT € YMEPCHO YCTOI>'I‘II/IB, a B Kuceia u B
JIKaJHA cpella UMa BHCOKa CTOMHOCT Ha CKOPOCTTa
Ha kopos3us [3]. IlpucecTBHETO Ha arpecHBHH

WOHHU, KaTo HaMpUMEpP XJOPUIHHU, AKTHUBAaBUPAT
KOPO3HOHHUS TIPOIEC, HAPYIIaBaT CTa0MIHOCTTA
W IUIOCTTAa HA MacuBHUSA clod [4]. AsorHara
KHCEIMHA BB3ACHCTBA MO paszjvyeH HAuyuH Ha
ATyMUHHS - pa3pelaHara a30THAa KHCEIHHA
(10+60%)  wHTEeH3MBHO IO  paspylmiasa, a
KOHIIGHTpUpaHaTa MacuBHpa IMOBBPXHOCTTA MYy H
KOpo3uATa HamassBa.

Kopo3nonHoTo moBeneHne Ha amyMHUHHEBUTE
CIUIAaBM CBIO 3aBUCH OT XapaKTCPUCTHKHUTE Ha
OCHOBHHSI METaJI, OT XUMHUYHUsI ChCTaB U Opos Ha
JIETHpaIuTe eleMeHTH [5]. 3a momoOpsBaHe Ha
MEXaHUYHHUTE CBOWCTBA HA allyMHUHHS KbM HETO Ce
npuOaBsT OTPE/ICIEHU EIEMEHTH, HO Te TIOPaXKIaT
EJIEKTPOXUMHUYHA XETEPOTEHHOCT B
MHUKPOCTPYKTyparTa U ca Cpell OCHOBHUTE IPUYNHH
3a KOpO3HUsd Ha CIUIaBU My [6].

Copyright © 2018 by Technical University of Sofia, Plovdiv branch, Bulgaria
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NscnenBanute amymuHueBu ciuiaBu EN
AW-2011 u ENAW-2024 ce oTHacaT KbM cepusTa
2XXX CIUIaBH, TPH KOUTO OCHOBHHMSAT JIETHPAIL
eneMeHT e wmenra (mo 5%) um Kkato J00aBKH
Herojemu KojmdectBa (o0mo 2-3%) marHeswii,
MAaHTaH, XeJs130, CUIIMIUHN 1.

Te3u crmnmaBu ca OCOOCHO MOAXOJSIIN 32
YacTMU M KOHCTPYKLMH  M3MCKBALIM  BHUCOK
KOe(PUIIMEHT Ha SKOCT M 4YEeCTO C€ W3IIOJI3BAT IPHU
HampaBaTa Ha JETaiid, 3a KOUTO € HEoOXOOUMO
no0Opa 3apaBuHa npu Temmnepatypu 1o 150° C. EN
AW-2011 mHammpa mpmIoOXeHHE TPH U3padbopBaHe
Ha raiiky, OONTOBE, BMHTOBE, LIMUIKH, YacTH 3a
aBToMoOmIu 1 1pyru. EN AW-2024 ce ynorpe6siBa
3a m3paboTBaHE Ha BHUCOKOSKOCTHH JETaii,
00JITOBE, BHHTOBE KAaKTO W 3a BHCOKOYCTOWYECBH
KOHCTPYKIIMOHHM  KOMIIOHEHTH,  KoJlena  3a
KaMHOHH, JIETATEJIHU anapaTy, aBTOMOOMIIHU 4aCTH
u apyru. CrpsiMo OoCTaHaJIMTE alyMUHHEBH CIUIABH,
CIUIABUTE OT Ta3W CEpHsl ca C MO-HUCKO KOPO3MOHHA
ycroruuBocT [7]. EnqHa oT mpuuuHMTE 32 TOBa €
MHOI'O II0-BUCOKOTO KOJHMYECTBO M€, KOSTO
oTcabBa 3alIMTHUTE CBOWCTBA HAa OKCHUIHHUS CIOH
[8].

Iesnta Ha HACTOSILOTO M3CIEIBAaHE € Ja ce
YCTAaHOBU  KOPO3HMOHHAaTa  yCTOWYMBOCT  Ha
anymunuenu criasu EN AW-2011 u EN AW-2024
B pa3TBOPHM Ha a30THa KUCEJHMHA W B Pa3TBOPH Ha
HaTpUEB XJOPUJ C pa3jiu4yHHU CTOMHOCTH Ha pH Ha
cpelaTa M Taka Jla ce CPaBHH KOPO3MOHOTO WM
MIOBEJIEHUE B TE€3U CPEIH.

2. Meroauka

WzcnenBann ca obpa3uu OT aqyMHUHUEBU
CIUTaBH ¢ 00IIa MOBBpXHUHA 8,54 oM’

2.1. W3ciaenBaHe Ha CKOPOCTTa Ha
KOpo3usl Ha anymMuHueBH ciiiaBu EN-AW 2011 n
EN-AW 2024 B pa3tBopu ¢ pa3iuyHa
KOHLEHTPALUs HA 2a30THA KUCEJTUHA

Kopo3noHHOTO TIOBeieHUE aTyMHHUEBHUTE
oOpasuu e ycraHoBeHo B 10%, 30%, 50% u 60%
pa3TBOpH Ha a30THATa KUCEIMHA IPU TeMIepaTypa
50£5° C. Ilpenm wu3mUTBaHETO OOpasUTe Ca
MIOCTAaBCHU B ETHJIOB aJKOXOJ 332 5 MHH., IPOMHUTH
ca c JecTWIMpaHa Boja M ca moxacymend. Cren
KOETO Ca TOCTaBEHH B IIOCOYEHUTE pPa3TBOPHU Ha
a30THa KHCENWHA B TPOABIDKEHHE Ha 4 wyaca.
Macara Ha oOpa3uuTe € u3MepeHa npenu (m;) u
cien (m;) U3NUTBAHETO C MOMOIITA HA aHATUTHYHA
Be3Ha Acculab ATILON ¢ Tounocr g0 + 0,0001g.

3a oleHKa Ha KOPO3MOHHATA YCTOHYHUBOCT
HAa H3CIeIBaHUTE CIUIaBH, TPH [OCOYCHHUTE
YCIIOBHUS, € W3MOJI3BaH TPABHUMETPUYHUSIT METO]
KaTo 10 MpOMSHATa Ha TErJIOTO Ha H3MUTBAHUTE
o0pa3uyn B KOpPO3MOHHATa cpelja € OIperesieHa
ckopocTTa Ha Kopo3us (Km):

Ko - (my —mz)/S 't [g/mZ ' h] (1)>

KBJETO

m; — Macara Ha U3XOJIHUS 00pasel, g;

m, — Macata Ha oOpasena
KOPO3HOHHOTO U3MHUTBaHUE, g;

S — momra Ha obpa3zeria, m’;

t — BpeMeTO Ha U3MHTBaHE, h.

Or croitHocTTa Ha Km ce mpaBsT u3Boau 3a
KODO3MOHHOTO TIOBEJIeHWEe Ha 00pa3nuTe OT
ATyMUHHUEBH CILTABH.

2.2. MHM3crenBaHe Ha CKOpPOCTTa Ha
KOpo3usi Ha anyMuHueBH ciuiaBu EN-AW 2011 n
EN-AW 2024 B pastBopu ¢ pa3iuuHo pH Ha
cpemara

Koposuonara YCTOHYHBOCT Ha
ATyMHUHHEBHUTE O0pa3lM € OlpeleleHa B JBa
pastBopa ¢ pasznuaHa KorneHTpanus Ha NaCl (1% u
3%) mpu ctoiinoctt Ha pH or 1 mo 13. 3a
JIOCTUraHE Ha Hy>XKHaTa cTOMHOCT Ha pH Ha cpenara
KBbM Pa3TBOPHTE ca JOOABEHH COJTHA KHICETMHA WIIH
HaTpueBa OcHOBa. pH Ha cpemara € W3MEpEeHO ¢
nmabopatropen pH wmersp MS2006. Ilpean
M3MHATBAHETO OOpa3lMTE ca TMOCTAaBEHHW B ETUJIOB
QJKOXOJ 32 5 MHH., IPOMHUTH Ca C JCSCTHIUpPaHa
Boja ¥ ca nmoacymeHu. Cie KoeTo ca MoCTaBeHHU B
1% pasztBop NaCl u B 3% pazrBopu NaCl npu pH
Ha cpemara oT 1 mo 13 mpwm craiiHa TemiiepaTypa B
nmpojbibkeHne Ha 4 yaca. Macata Ha oOpasuute e
n3MepeHa mnpenu (m;) u cien (m;) U3MUTBAHETO C
aHanutuaHa Be3Ha Acculab ATILON ¢ touHocT 10
+ 0,0001g. Kopo3uonnara ycTroiumBOCT Ha
o0pa3uuTe OT allyMUHHEBH CIUIaBU € OIpejielieHa
Yype3 TPaBUMETPUYCH METO]I KaTo 33 U3YHCIICHHE Ce
n3nomsBa Gopmyna (1).

(W) (1§

3. PesyaraTu u o0cbxIaHE

3.1. Pe3yaratu oOT wu3cCjIeABaHe HaA
KOPO3UOHHOTO TOBeJeHHEe Ha AaJyMHUHHEBH
citapp EN AW-2011 uw EN AW-2024 B
Pa3TBOPH € Pa3jIMYHA KOHUEHTPalus Ha a30THA
KHCeJINHA

Ha ¢wur.l e mnoka3aHa cpaBHUTeTHATa
rpaduka u3paszsiBailia 3aBUCHMOCTTa Ha CKOPOCTTa
Ha KOpo3us Ha amymuHueBW crutaBu EN AW-2011
u EN AW-2024 oT KOHIEHTpalus Ha a30THA
kucenuHa npu temmneparypa 50+£5° C. Ilomyuenure
JAaHWTE 33 CKOPOCTTa MM Ha Koposus (Tadm. 1) ca
00paboTeHH upe3 TPaBUMETPUYHUS METOA |
Clly’)kaT 3a OLEHKa Ha KOpPO3UOHHaTa UM
YCTOMYHUBOCT.

Pesynratute mnokasBar, 4e CKOpPOCTTa Ha
KOpO3Ms Ha U3CJIEIBAHUTE AalyMHHUEBU CIUIaBU
3aBUCH OT KOHLEHTpALUsl Ha a30THA KHCelIMHa. B
paspeleHa a30THA KUCEJIMHA aJIyMUHHUEBUTE CIUIaBU
aKTUBHO ce pa3TBapsT [9, 10, 11].
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EN AW-2011 u EN AW-2024 8 HNO3

5 0,07

= 006 EN AW
= -/‘.' i
(=

g 005 g 2024
g 0,04

g 0,03 ﬁv/f
= 0,02 EN AW-
3 2011
2 0,01

2

) 0

10% 30% 50% 60%
HNO3  HNO3  HNO3  HNO3

@ue. 1. Kopo3uonno nogeoenue Ha anymMuHuesu
cnaaeu EN AW-2011 u EN AW-2024 ¢ pazmeopu Ha
azomua Kucenura npu memnepamypa 50+5° C

C yBennuaBaHe Ha KOHIGHTpalUs Ha a30THA
kucennHa Mexnay 10+60% mnpu Temmeparypa
50£5°C ckopocTTa Ha KOpO3WSI HAa IMOCOYCHUTE
crmaBu  HapactBa  (¢ur.l). CroliHocTTa Ha
ckopoctTa Ha Kopo3ust Ha EN AW-2011 e mo-Hucka
U TS € MO-TIOAXO[IIa 3a ymoTpebda B MOm00Ha
cpena.

Tabnuuya 1.
Ckopocm Ha Kopo3us na obpasyu om amryMuHuesu
cnaaeu EN AW-2011 u EN AW-2024 npu
KOHYyeHpmayus Ha azomua xuceauna om 10% 0o 60
% npu memnepamypa 50+5° C

MOKa3BaT CXOJHO TIOBEJCHUE W Ca CPAaBHUTEIHO
YCTOHYEBH.

C yBenuuaBaHe Ha KOHIIEHTpALMiTa Ha
NaCl ce 3abens3Ba, 4e ce yBeauuaBa CKOpPOCTTa Ha

koposus  [12]. Ilo-uyBcTBHTENHO TOBa  C€
HaOmogaBa B kucena (pH=1) m ankamma cpena
(pH=13).

B 3% NaCl B cunmHO Kucena cpena

croitHocTTa Ha kKopo3us Ha EN AW-2011 e mo-
Bucoka or EN AW-2024. B 3% NaCl B cuiHo
ajKajiHa cpella Te3H CIUIaBU ChILO Ca HEYCTOWYMBH.
ToBa BeposATHO ce IBIDKM Ha HaIMYHETO Ha
arpecuBHUTE XJIOPUOHM HOHH, KOHUTO HapylaT
CTa0MJIHOCTTa HA  3alMTHUA (QUIM  BBPXY
MOBBPXHOCTTa alyMUHUEBUTE CIUIABU H© ca
npuyuHa 3a Kopo3usata uM [4]. [Ipu npocnenssane
Ha KOPO3MOHHOTO MOBeAeHUE Ha oOpasenn EN AW-
2011 m EN AW-2024 B cuiHO aikamHa cpena
(pH=13) ce 3abens3Ba, ue B 3% pasrBop Ha NaCl
OypHO ce oTHeNnsHe Ta3 BOZOPOJA U UMa Hai-roisma
3ary0a Ha Terjo Ha anymuHueBuTe oOpasuu. ToBa
MOKa3Ba, ye T€3U CIUTIaBH MpOSIBABAT
HEYCTOHYMBOCT B IOCOYEHATa Cpelia, MHOTO OBp30
ce paspylIaBar U T€ He ca MOAXOMAIIN 32 HallpaBaTa
Ha JIeTaiiin, paboTely B TOJ00HU YCIIOBHSI.

Tabauuya 2.
Ckopocm na Kopo3sus Ha obpaseyu om aryMUHUe8U
cnnasu EN AW-2011u EN AW-2024 6 1% pasmeop
na NaCl 6 paznuuen pH unmepesan

o K C C pH Ha NaCl, | Km EN AW- | Km EN AW-

ommr | massoma | xoposwima | xoposwnma | |PTEOPA L % 2011 2024
KucemHa ENAW- | ENAW- 1 1% 0,0371 0,0009
(Cimos)s % 2011 (Km), | 2024 (Km), 2 1% 0,0351 0,0006

g/ M*. h) g/ m*. h) 7 1% 0,0017 0,0006

1 10% HNO, 0,0275 0,0480 12 1% 0,0020 0,0020

2 30% HNO; 0,0283 0,0532 13 1% 0,0026 0,0020

3 50% HNO, 0,0292 0,0591

4 60% HNO, 0,0383 0,0635 Taénuna 3.

3.2. Pe3yaratu oOT wu3cjeABaHe Ha
CKOPOCTTAa HA KOPO3Usl HA AJYMHMHUEBH CILJIAaBH
EN-AW 2011 nu EN-AW 2024 B 1% u 3%
pastBopu Ha NaCl B pasinyen pH unTepBan

[Tonyuenute nanute ca oOpaboTeHH dUpe3

IPaBUMETPUYHHUS METOJ M ca NPEICTaBeHH
TabmuyHo (Tad. 2 u 3).
Nzcnenannte ATYMUHHUEBH CIUIaBU

JEMOHCTpUpAT pa3inyHa moBeaeHue B 1% pa3TBOp
Ha NaCl B kucena cpena (pH=1 u 2). I[Ipu cias EN
AW-2011ce nabmogaBa mo-BIUCOKa 3ary0a Ha TErIo
Y 3HAYUTEIIHO IO-BHCOKA CTOMHOCT Ha CKOPOCTTA
Ha Kopo3us oT Tazu Ha EN AW-2024. CmnaB EN
AW-2024 e c no-Bucoka KOpO3HOHHA yCTOMUYMBA U
e moaxo/Amia 3a ynorpeba B momo0Ha cpena. B 1%
pastBop Ha NaCl B ankamHa cpefa JBETE CIUIaBH

Ckropocm Ha KOpo3ust Ha obpazeyu om aryMUHUesU
cnaasu EN AW-2011 u EN AW-2024 ¢ 3% pazmasop
na NaCl 6 pasnuuen pH unmepsan

pH NaCl, | Km EN AW- | Km EN AW-
% 2011 2024
1 3% 0,0462 0,0030
2 3% 0,0371 0,0017
7 3% 0,0023 0,0014
12 3% 0,0043 0,0020
13 3% 0,1984 0,2263

4. 3ak04eHue

1. IlomyueHure pesynTaTH MOKa3BaT, Y€ B
paspenana aszotHa kucenuHa (10+60%) mpu
temmneparypa 50+5°C u3cneaBaHUTE ATyMUHUEBU
CIUIaBM  HMHTEH3UBHO ce  paspymaBar. C
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yBenn4yaBaHe Ha KoHmeHTpamusa Ha HNO; ce
HaONo/laBa yBeJIMYaBaHE HAa CKOPOCTTa WM Ha
Kopo3us. B m3cnenBaHata kopo3noHHa cpena EN
AW-2011 e ¢ no-Bucoka KOpO3HOHHA yCTOHUMBOCT
oT EN AW-2024 1 T51 e To-1moaxos1ma 3a yrnorpeoda
B MTOJI00OHU YCIIOBHS.

2. B u3cnenBaHUTE CHIIHO KHCEIH CPElU, B
pastBopu Ha NaCl, aymunuesa crmaB EN AW-2024
€ C MO0-BHCOKa KOPO3WOHHA YCTOHYHMBOCT CIIPSIMO
EN AW-2011 u e no-moaxoasina aa ce U3MoJI3BaHe
HAa JIeTaiiiu, paboTelH B CpeAr C MOJ00CH ChCTaB.

3. B cumno ankamxa cpema (pH=13) c
yBeIM4YaBaHe Ha KoHIeHTpamusara Ha NaCl
CKOpPOCTTa Ha KOPO3WsI Ha U3CJeIBaHUTE criaBu EN
AW-2011 u EN AW-2024 ce yBenmn4aBa U Te ca
KOpPO3UOHHO HEyCTOWYHUBHU.
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MATPUYHO U3CJIEABAHE HA CTATHYECKH
HEOIIPEJAEJINMA PABHUHHA PAMKA I10/]
JJEUCTBUE HA CTATUYEH TOBAP

3JIATKO 3JIATAHOB, PAITYO PAMYEB, YABJIAP ITAIIMHCKH

Pe3rome: B cmamusma e pa32fle()ana cmamudecku Heonpe()eﬂwua PAa6HUHHA pamka,
Hamoeaperna Ha 02vbedaHe. H3znonzean e mampudeH 3anuc Ha peweruemo no Ccujios Memoo.

IIpeocmasen e ancopumvm na peuierue.

KuawuoBu AYMU: Mampudno ypasHeHue, mampuya Ha npemecmeanuama, mampuya Ha
nodamﬂueocmma; OuaepaMu; BbMPEWHU YCUTIUA.

MATRIX EXAMINATION OF STATIC
UNDEFINED PLANAR FRAME UNDER STATIC
LOAD

ZLATKO ZLATANOV, RAYCHO RAYCHEV, CHAVDAR PASHINSKI

Abstract: A statically undefined planar frame loaded with bending is examined in the
paper. A matrix type of a strong method is used. An algorithm of solution is presented.

Key words: matrix equation; matrix of displacements, matrix of susceptibility; diagrams;

internal

1. BnLBenenue

C  pa3BUTHETO  Ha  CbBPEMEHHHTE
TEXHOJIOTMH W TIPWIOKECHUETO MM B WH)KEHEpHATa
NpaKkTUKa, MaTPUYHUS 3aluC HaMupa Bce TIO-
IIAPOKO  TPWIOXKEHHWE B  JIUTEpaTypara  IIo
Mexanuka. [Ipn Hero He cTaBa gyma 3a HUKOHOMHS B
M3YUCIUTEIHUTE ONEpaluy, a CaMo 3a IMO-KPaTKo
3allMCBaHE Ha HAayMHAa O KOHTO Te TpsAOBa na
ObpOaT W3BBPUICHW. MaTpu4HUS 3amuc € 3a
OpeANoYnTaHe  Tpel  Kiacuueckus.  Bewdku
olepalliy B MEXaHHKaTa Ce 3amucBaT yno0HO B
MaTpudHa Gopma.

2. ITocTanoBKa Ha 3a1a4yaTa u (popMHUpaHe
HA MATPUYHOTO YpaBHeHMe.

Jla ce mocTposT  auarpaMuTe — Ha
BBTPEIIHUTE YCUIUS Ha CTATHYECKH HEOMpeaennMa
paBHMHHa  paMKa  OT  JaJCHOTO  BBHIIHO
HatoBapBaHe (Due. I)

efforts.
/ q=12kN/m
P=30kN 2
SEEEEREERR
J @
2J 2J 3m
® ®
= AN RN
L 4m .
Due. 1.
Pamkata € Tpu OBTH  CTaTHYECKHU

Heomnpenenuma. OCHOBHATa CUCTeMa € MOKa3aHa Ha
Due. 2.

Enuanunute muarpamMm ca IOKa3aHU Ha
Due. 3, Pue. 4, Pue. 5, n Due. 6.
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OcHOBHA cUcTEMA

X, =1
L o
Due. 2.
qg=12kN/m
P=30kN
SEIEEEEEEER!
+
24
90 —
Duc. 3.

3,00

T30 A
ANRany
Due. 4.

oA

73,00

0
1,00
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1,00

-

1,00

USSR

1,00

Duc. 6.
Penyuupanu 1bJIKUHA:
' = 1Je 51
J 2

KanonnunuTe ypaBHEHUS TIpU CHJIOBHS
METOA B MaTpuyHa (opMa MMaT BUIA:

OX+Ap=0; (1)

KBJIETO:

é‘11 é‘12 1n
21 622 2n
o [@k]— - MaTtpuia Ha
0, 0,..0,
IMpEMECTBaHUATA,
X, A,
X A
X=|"7 ap=| - Marpuum-
Xn Anp
KOJIOHKH.
Koeduienture 1 cBOOOAHHUTE YICHOBE HA
KQaHOHUYHHTE YPaBHEHHS C€ ONpEAeNsiT OT
U3pasuTe:
5=[6,]=M.AM, =
My, Moy M My (T4,000]| M,y M,

— M1T2 MZTZ MVTZ Msz O AZ O O M21 M22
e 10004, 0 MM,
M17;1 MZTn M:;; M; 000 A’ Mtl Mzz

KbJIETO:
n - 6poii Ha HeussectHute (X, -+ X, );
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t - Opoif Ha y4JacThLUTE, Ha KOUTO CE€
pasfiens KOHCTPYKLMATa IIPU ONPEJEISIHETO Ha
npemectBanusta &, (r=1,2,...t).

AHaJIOTHYHO:
Ap=M AM; =

Mlji MZTI MtTl Al 00 Ml[’
(ML My, M 004,011 M,

M MIo M 00 4 ||m

KBJIETO:

M ,.T - MaTpuna-pel, eJIEMEHTUTE Ha KOATO
NPEICTAaBIABAT CTOMHOCTMTE HA MOMEHTHUTE B
y4acThK i, IOJIY4EHU OT HaToBapBaHe X, =1.

M, - MarpuLia-KOJIOHKa, €JIEMEHTUTE Ha
KOSATO NPEICTaBIABAT CTOMHOCTTA Ha
KOC(I)I/IHI/IGHTI/ITC B JaJACH YYaCTbK, NMPCAU3BHUKAHU
or X, =1;

M 2— MATpPHLA-KOJIOHKA, €JIEMEHTHUTE Ha

KOSITO TPEJCTABISIBAT MOMEHTUTE OT BBHIIHOTO
HAaTOBapBaHE B YYaCTBIHUTE;
A — wMarpuna Ha
T
€JIEMEHTHUTE Ha KOSITO 3aBUCST OT Bujga Ha M~ , M

IoJaTiInBOCTTA,

P
1 OT MHCPUHUOHHUTE MOMCHTH B JAICH YIACTBK.

oL
R
+[-3 0] 1’65 LZ 21} ﬁj =21;

R

-1
{ } =6,25;
-1

S i

1oo|fo0
+3.2[0 -1,5 -1,5]{0 2 0| 24 |=-231;
: 001][0
‘1oo]f o
A,, %.2[0 -1,5 -1,5]{0 2 0|24 |=-32;
001]] 0
o=t -0 [0
[100][0
+3.2[0 -1,5 -1,5]|0 2 0].| 24 |=35,5;
3 001]|0

Crnen ompenenssHETO Ha MaTpuLuTe O U
A, ce pewasa (1) u ce mosy4aBat CTOHHOCTUTE Ha

HemsBecTHUTe X i OKOHYATEITHUTE ycuid B

CTaTUYHO HEoIIpeacimMara CUCTEMA OT HaJACHOTO
BBHIIHO HATOBAPBAHEC CC OIPEACIIAT OT U3pasa:

3amMecTBaMe B
oJIyyaBaMme:

ypaBHenne (1) w
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21,75 21,75
2 625 025X, ] [-231 O 111 51
6,25 2,833 0,667 || X, |+| =32 |=0; (2)
-0,25 0,667 2,833 || X, 35,5
S, S
Ot pemenueTo Ha cucteMa (2) dpe3 @
MATLAB roJryJaBame CTOHHOCTHTE Ha 1623 3177
HEU3BECTHUTE X,
Due. 8.
X, =21,75; X, =-36,21; X, =-2,05;
OxoHyaTenHaTa MOMEHTOBAa  JIuarpaMa 37
(®wur. 7) momyuyaBaMe OT ypaBHEHHETO: 5
3 0 -1 21,75 =
16,23
0 0 -1 =
0 0 -1 |[ 2175 @ =
M,=MX+M)=|-1,5-0,5-0,5|-36,21 |+ —
-3 -1 0 ||—2,05 8.25 21,75
-3 -1 0 Due. 9.
0 -1 0
- - - 3. 3axil0ueHne
—90 MaTpuuHUIT 3amKc Ha PENICHHETO Ha
0 CTaTUYECKU HEOIpeJeTiMaTa paMKa € MO-KpaTbK U
0 MO-KOMITAKTEH.
2 JUTEPATYPA
0 1. Amrenos, M. (2011). Marpuuna MeXaHHKa
0 Craruka.
0 2. Kapamancku, T. (1976). Uucnenu meronu B
L7 CTpOUTEITHATA MEXAHHKA.
29.04 3. Kapamancku, T. Panrenos, P (1976).
- MeTtoandecko PBHKOBOJICTBO 3a pellaBaHEe Ha
2,05 3aJ1a49M 110 CTPOMTENHA CTATHKA.
29,04
4. Ksaptupnukos, A. CtpourenHa cTaTHKa 4acT

2,05 o
10,5
22,7 é

36,21

Due. 7.

N, m Q, nuarpamure ce Hamupar upe3

pa3pe3u M peayKIus, KaTo ce M3MO0JI3Ba OTBOPEHA
cxema Ha KoHCTpykuusaTa (Que. 8 u Due. 9).
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MATPUYHO U3CJIEABAHE HA
HEINNIPEKBCHATA I'PEJJIA

3JIATKO 3JIATAHOB

Pestome: B cmamusma e pa32ﬂebana HenpeKkvcHama zpe()a, Hamoeapena Ha 02b6dHe.
Mamputmuﬂm 3anuc, Koumo ce usnonszea 3a peuitenuemo no Cujioes Memoo e 3a
npednotmmaHe npu KOHCMPYKYuu ¢ no-cojisiima cmenen Ha cmamuvdecka HeonpedefluMocm.
Henpekbcyamama 2peaa e yemupu nomu cmamu4deckKu Heonpe()eﬂwwa.

KaouoBn aymm: wuenpexvchama  epeda;

MampuuHo  ypasHeHue,

nodamﬂueocmma; mampuya Ha npemecmeanusimad.

MATRIX EXAMINATION OF CONTINUOUS BEAM

ZLATKO ZLATANOV

mampuya

HA

Abstract: The paper examines a continuous beam loaded with bending. The matrix type
used for the solution by force method is preferable for constructions with a greater degree
of static uncertainty. The continuous beam is four times statically indeterminate.

Key words: continuous beam, matrix equation, matrix of displacements;, matrix of

susceptibility,

1. OcHOBHMY MOJIOKEHUSA

HempexkbcHaTHTE TpeaW IpeICTaBISBAT
HCMPEKbBCHATU OT CTaBU IIpaBU I'pEAv, MNOANPECHU
BbpXy IIOBedYe OT JBe mnoamnopu. Te Hamwupar
IIUPOKO TPWIOKEHHE B MAIIMHOCTPOCHETO W
CTPOUTENICTBOTO TOPaAd HKOHOMHYECKUTE UM
MpeaUMCTBA, mopanu ONarompusITHOTO
pasmpe/eseHie Ha OrbBAIITE MOMEHTH. .

3a cTaTHYEeCKU HEOIPE/ICIMMHI BEJIMYMHH Ce
npueMatr ONOpHUTES MOMCHTHU.

CoBpeMeHHHAT coTyep 3a pellaBaHe Ha
WHKEHEPHU 33Ja4d ChAbp)KAa B OCHOBaTa CH
MaTeEMAaTU4YHU MCETOAU. ManI/I‘-IHI/IﬂT 3armc Ha
pelIeHHeT0 HaMupa BCE MO-TOJSIMO TPHUIIOKEHHE.
OmepanuuTe ce 3amMcBaT MO-KPaTKo B MaTpHYHA

dhopma.

2. ITocTanoBKa Ha 3a1a4aTa u (popMHUpaHe
HA MATPUMYHOTO YPaBHeHHe.

Jla ce ToOCTpoAT  OuarpaMuTe — Ha
BBTPEIIHUTE YCHIUS Ha HENpeKbCcHaTa Tpeaa
(¢pue. 1) oT MaIEeHOTO BHHIITHO HATOBapBaHE.

HenpekbcHaTata rpega € 4YeTHPH MBTH
CTaTU4ecKu Heompenenuma. OCHOBHATa CHCTEMA €
nokazaHa Ha ¢ue.2. EQUHWYHWTE auarpamu ca
MOKa3aHu Ha ¢ue.3.

© International Scientific Conference on Engineering, Technologies and Systems

P=20kN
G, =12kN/m
- \ i B R =8N g, =4kN {m
l l l - M 65N m
IRERRRER]
A CA DA EX F
TR TR AN A
L dm | dm | Am,
- Im ,L 20 g 4m N ,|.lm,|
Due. 1.
OCHOBHA CHCTEMA
X =1 X,=1 X, =1 X, =1
Ny ~7 ~y  ~7
AR BRA, R, DA ERCFA
S S S S
! 3m I 2m ! 4m ! 2m ! 1m, !
Due. 2.
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EAUHUYHW JWATPAMH

X =1
M,
0,5 0,5
1
X, =1
M,
0 0,25
.5 675 05
1
X, =1
M,
0,25
0.5 0,5
0,75
1
X, =1
M,

- @
>
6
10
13,5 12 12
16

Due. 3.

KanonnunuTe ypaBHeHHS MPU CHIIOB METO]
B MaTpuyHa hopma UMar BUAA:

OX+Ap=0; )

KbACTO!:

5 =[5, ] - matpua Ha npemecTBaHusTa;

8, 0y, 0j5 Oy
5:[51 ]: 521 522 523 524 . )
* 531 532 533 534 ,
541 542 543 544

X;Ap - MaTpULIU-KOJIOHKHY;

Xl Alp
X A
x= "7 ap=| T 3)
X3 ASp
X, A,

Koe¢unuenrure u cBOOOIHUTE YICHOBE Ha
KaHOHMYHHUTE YpaBHEHHsS C€ ONpeNleNisiT OT
U3pasure:

[-310

5=[6,]=M].AM, =

M, My My My |[4,000] M, M,

_ ML ML ML, ML |04, 00| M, M,
i 11004, 00 | M, M,
MlTn MzTn Mrrn M,Z 000 A‘ le M;z

T o
Ap=M] AM: =
Ml ML MY T4 00 7| M,
_| M, M3, ML {1040 ||M, | &
My, My, - M, 1000 A
KBbAETO:

T .
M ; - MaTpuIia peI-MOMCHTH B Y4acThK 1

or x; =1;

M, - marpuua KOJIOHKAa-MOMEHTH B
Y4acThK K or Xy =1;

M ; - MaTpula KOIOHKAa-MOMEHTH OT

BBHIIIHO HATOBAPBAHE B YYaCTBHIIUTE,
A - MaTpuIla Ha IOJaTINUBOCTTA.
" _
€ 00
J
J,
=020
J

OOJ—C
J

- MaTpula Ha 1IoAaTIMBOCTTa B Y4YacCThbK 7,
CICMCHTUTE Ha KOATO 3aBHUCAT OT BHJAA Ha

M M , 1 OT MHEPIIMOHHNTE MOMCHTH B y4acTbKa

Axo guarpamure M unu M, ca
NPaBOJIMHEHHH B y4YacTBK F
MOMEHT B y4aCTbKa € IOCTOSIHEH:

(Amp ) =[a, cr]62fJC Lz ﬂ[j}

U HWHCPUUOHHUA
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2(21][0 [10000]
o9, =0 1[= + 0
== ]6{12}{1} 01000 .
4[21][1 A,, =1[0 0,25 0,5 0,75 0,5]{0 010 0.
+[1 0] = =2,00; 16
6/12]]0 00010 0
100001]
2 11[0
533=[01]f{ M}r 5 100][0
61 2] Z1[0.50,50]|0 2 0]|2|=21,333;
22 1][1 3 0otllo
+[10]= =2,00;
6/12]]0
) 100][0
5 =[0 1]2{2 ! m+ Ay, =3[0 0.50.5]10 2 0{ 2|+
6(12]1 0o0t1llo
1[21]]1
+[1 0]—{ } }LOO; NTROL R R B
6 l 2 _0 [ ]6 1 2 6 4 ’
5 2[1 O] 2 2 11[0 —0.33: Ilonyyenute cTOMHOCTH 3amecTBaMe
? 612]|1 T ypasHenue (1) 1 momy4yaBame:
5, =0; 1,67 0,33 0 0 X,
0,33 2,00 067 0 X, .
Sy =0; 0 0,67 200 0,33]]xX,
472 1170 0 0 0,33 1,00 || X,
Sy, =[10]= =0,67;
23 [ ]6 [1 2} [1} 18,5
25
+ =0;
8, =0; 21,33
2,33

0
1

SRER

}=0,33;

OTr pemeHnero Ha

100710 MATLAB roJrygaBame CTOMHOCTHTE Ha
A, :3.1,5[0 0,5 0,5]{020||13,5 |+ HemssecTHHTE X
3 0ooillo X, =-9,43; X, =-827; X,=-7,94; X, =0,31;
100][0
+1[0,5 0,5 0]|0 1 0[.[10 |=18,5; 3. OxoH4aTeTHU JHATPAMH
001llo CroliHOCTUTE B  XapakTEpPHUTEC TOYKU
- (1+16) Ha OKOHYATeJIHAaTa MOMEHTOBA auarpama
1o00ll0 (¢pue. 4), nonyuaBame ot ypaBHeHue (6).
A2p=1[0 0,5 0,5] 01 0/.[10|+
001/|0
[10000] 0
01000 1
+1[0,5 0,75 0,5 0,25 0]{0 0100 |. 6=
00010 0
10000T1]

B

)

cucrtema (5) upes
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0 0 0 0 0 0
0,5 0 0 0 13,5 8,78
L0 O 0 0 0 -9,43
,0 0 0 0 0 -9,43
0,5 0,5 0 0 10 L15
0 ,0 0 0 0 -8,27
0 L0 0 0 -9,43 -8,27
0 0,75 0,250 -8,27 12 3,81
: + = ; (6)
0 0,5 0,5 0 -7,94 16 7,89
0 0,25 0,750 0,31 12 3,97
0 0 ,0 0 0 -7,94
0 0 LO 0 0 -7,94
0 0 0,5 0,5 2 -1,81
0 0 0 1,0 0 0,31
0 0 0 1,0 0 0,31
K 0 0 0 | 6 | |6 ]
M w Q-mmarpamute ca mokasaHu Ha ¢ue.4
P=20kN
g, =12kN/m
: BB ORS8N avim
{ [ ,qz M =6kN.m
e &>
AR B R D A LA T
T AR T

! 3m ! 2m

“Lmir{ lim, | Ln

4m

! 2m ! Wm‘

9,43

M/(%/ﬁi\/(ﬂm

[#nv. m]w WWW \W

10,58

Q

9‘41

21,14

3,91

Du. 4.

11,91
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4. 3akJIIoueHue

ManI/I‘{HI/ISIT 3aruc Ha  PCHICHUETO  HaA

HCIIPECKBbCHATATA I'p€/ia JOKa3Ba CBOATA aKTYaJIHOCT.
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XPUCTHUHA CIIMPUAOHOBA, 'AJIMHA YEPHEBA

Pezrwome: Ilpu npoexmupane Ha UYeCMOMHO—CENEKMUBHU 6epuU  ce NOCMA8Am CMpo2u
USUCKBAHUA HE CAMO KbM MeXHUme 4ecmomHu Xapakmepucmuku, HO U KbM OONYyCIuMUme
OMKIIOHEHUs. OM  HOMUHATHUME UM CMOUHOCMU, M.e. YYBCMEUMENHOCM HA  Mme3u
Xapaxmepucmuxu.

B nacmoswama paboma ce npeonaza eoun nooxoo 3a NPUNOICEHUE HA MEOPUSMA HA
UHBAPUAHMHOCIMMA 30 AHAU3 HA XAPAKMEPUCMUKUME HA YeCMOMHO-CENeKMUBHU 6epuc 6
3A8UCUMOCHL OM OMHOCUMETHUME USMEHEHUs Ha napamempume um.

KaouoBn  gymm: ueCcmomHoO—CceneKmusHU  eepucl, YY6CMEUmMeHOCH,
UHBAPUAHTNHOCI

APPLICATIONS OF THEORY OF INVARIANTS IN
SENSITIVITY SURVEY OF FREQUENT SELECTIVE CIRCUITS

HRISTINA SPIRIDONOVA, GALINA CHERNEVA

Abstract: With designing frequency selective circuits, it is necessary to meet severe
requirements put not only to their frequency characteristics, but also to the admissible
deviations from the nominal values, i.e. sensitivity of those characteristics.

The paper presents an approach to applications of theory of invariants to analysis of
the characteristics of frequency selective circuits depending on the relative changes of their

parameters.
Key words: frequency  selective  circuits,  sensitivity, invariants
1. BnBenenne CyMapHHUTE [IOKa3aTeld Ha YyBCTBUTEIHOCT ca

MeTtoauTe OT TeOpHs Ha YyBCTBUTETHOCTTa  WHBAapUAHTHU KBbM KOHKpETHATa peaju3alus Ha
MIpeJICTaBIsIBAT YHUBEPCAJIEH amapar 3a pellaBaHe BepUraTa M ce OIpeaessIT OT CBOMCTBaTa Ha
Ha peouua 3aJadd, CBbP3aHM C aHaIU3 M cXxeMHata (QyHKIHS.

OUAarHOCTHKAa Ha  EJeKTPUYECKH Bepuru. Tle

MO3BOJISIBAT Jla Ce Hu3cleABa BIUSHUETO Ha 2. HHBapuaHTHOCT Ha (yHKUUHMTE HAa
BapHallMTe Ha IapaMeTpPUTE Ha BEpHUrata BbPXY  YYBCTBHUTEJIHOCT HA XapaKTePUCTHKHTE HA
HElHaTa YCTOWYMBOCT M KA4yeCTBEHU IIOKa3aTelH  eJeKTPUYeCKHTe BEpUTH

[1,2]. [lpu exBuBaJieHTHH TpeoOpa3yBaHUs Ha AHanUTUYHMAT W3pa3 Ha MHOIO OT
BEPUTUTE CE€ YCTAaHOBSBA, Y€ HIKOM CYMH Ha  XapaKTePUCTUKUTE Ha €JNEeKTPUUECKUTE BEpPUTHU
(YHKIIMATE Ha YyBCTBHTEIHOCTTA TIPEICTABIISBAT MOJKE JIa Ce TMpeACTaBy BbB BHa [4]:

MOCTOSIHHY BEJIMYMHU U HE CE€ IPOMEHST, T.€. Te ca

WHBapUaHTHU KBM peanu3anusta Ha F(x,y)=F {x, V1oV } (1)
eJleKTpHyecKaTta Bepura. B mpemaranara crarus ce ’

ONpeneNAT MHBAPHAHTH HA YyBCTBUTENHOCTTAa Ha
BPEMEBUTE U YECTOTHUTE XapaKTEePUCTHUKH, BB3
OCHOBa Ha KOHMTO ce (QopMupaT KpuTepuu 3a
YCTOMYMBOCT  HA  CJNEKTPUYECKUTE  BEPUIH.
V3BeneHnuTe 3aBHCHMOCTH Ca TMPWIOXKEHH KpM  CJICMCHTHTE Ha BEpuTrara.
peakTUBHA CTPYKTypa, 3a KOSTO € J0Ka3aHo, 4e

KBJETO X € HEe3aBHCHMa IPOMEHJIMBA - YECTOTa,
BpeMe, KOMIUIEKCHATa IIPOMEHJIHBA P,

y=ry "}e BEKTOp OT TapaMeTpuTe Ha
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Axo dyaKnmaTra F(x,y) € emHopomgHa

GyHKIMA OT V' CTEmeH OTHOCHO apryMEHTHTE
V1,---Va, TO 32 HESI € U3MBJIHEHO [5]:

F(,uyl, ....... ,,uyn)zva(yl,....,yn) 2)
KBJIETO |l € MPOM3BOIHO YHCJIO.

Crnen nqudepeHimpane Ha uspas (2) cupsMo
LL ce ToJTy4aBa:

OF Opyy, OF 0py; .

....... +
opy; op  Ouy; Ou , 3)
OF ouy |
=y T (s V)
01y, Ou
Ako ce pasnenar JABeTeé CTpaHH Ha

pasenctBo (3) Ha F(y,,...y,) n ce momoxu p=I, ce
H0JIy4aBa, 4ue

n .
OF Yi _ v = const 4)

i=1 i F

Ot nojy4eHara 3aBUCUMOCT (4) ciiesiBa, 4e
ako F(x, y ) e cxemHa (hyHKIUS Ha eIEKTpUIECKaTa

Bepura ot Buaa (1), To cymara or QpyHKIMUTE Ha
YYBCTBHTEJIHOCT IO BCHYKM TapamMeTpH Ha
Bepurara € TIIOCTOSIHHAa BEJIMYMHA, T.. TA €
vHBapWaHTHAa. B  o0mmsa cioydail ToBa €
¢yHKIMOHANHA (anreOpuyuHa) 3aBHCUMOCT MEXKIY
(yHKIMUTE Ha YyBCTBUTEIHOCT HAa Bepurarta
COpsIMO HEWHHUTE TapaMeTpu, HE ChAbpXKala
NPOMEHJIMBU Ha CbCTOSIHUETO.

Hexka  F(x,y) e oneparopHa CcXeMHa
(yHKUUS Ha eJIeKTpUYecKaTa Bepura oT BUAa:

Fx,y)=F(p,R,L,C), ®)
KkbaeTo R,L,C ca mapaMeTpyd Ha pPe3UCTOPHTE,
WHAYKTUBHOCTUTE U KOHJCH3aTOPUTE BbB BEPHUTaTa.
WnBapuantHocTTa Ha ¢$byHKUNUTE Ha
YyBCTBUTENHOCT Ha (5) ce OCHOBaBa Ha CBOMCTBaTa
Ha cxeMHHTe (YHKUMHM, H3MOJ3BaHU  NPU
HOpPMHpAaHE 10 aMIUIUTYJa U 110 YeCTOTa:

F(paﬂE()alLlZO’C%):ﬂvF(p’;0)> (6)

F(p,Ry, Lo, uCo)=F(up, 7o) , (7

KBIETO Vo = {I_BO,ZO, Co | € BeKTOphT Ha
HOMHHAJTHUTE TTapaMETPH Ha Bepurara ,

v=I, -1, 0, B 3aBHCHMOCT OT TOBa JajH
F(p) e copOpoTuBieHHE, MPOBOJUMOCT  HITU
npenaBareiHa GyHKIHSL.

AKO 03HaUMM BapHAIlMHTE HA ITapaMeTpUTe
Ha eneMeHTHTE ¢ Ay 1 B u3pasu (6) u (7) HOIOXKUM :

p=1s (®)
0

Cllell KOeTO OT JBETE CTPAaHM HAa BCSKO PAaBEHCTBO
W3BaJM M3pa3a Ha HOMUHaIHATa GyHKUus F(p, y ),

C€ TIojxy4dyaBa, Y€ HN3MCHCHHETO Ha CXEMHaTa

byHKIHA €:
_ Y
AF(p,7)=| 142 | F(p,7) ©)
Yo
AFLc(pJ)=p(l+i—jJF(pJ) (10)

3aucumoctt (9) m (10) mokasmar, de
pasriaexaaHuTe Bapualuu Ha  F(p,y) 3aBUCAT

caMmo OT CBOMCTBaTa Ha HOMUHANHATa (PYHKLUS U ca
WHBapUaHTHU KbM BCUYKH CKBUBAJICHTHH BEPUIH,
peanu3upainy aajaeHara QyHKIHsL.

AHaJOrMYHU pPE3yJITaTh MoraT jaa Obaar
MOJYYEeHH W 3a YHCTO PEaKTHBHU CTPYKTYpH Ha
CIIEKTPUYECKUTE BEPHTH.

Ot [IOJIyYECHUTE 3aBUCUMOCTH 3a
oreparopHara cxeMHa (yHKUMS Ha Bepurarta
ClleZIBaT aHAJIOTUYHU CHOTHOLICHHS M CBOMCTBA 3a
YECTOTHHTE XapaKTEepUCTUKH Flo) Ha
eJIeKTpUYecKaTa Bepura.

Bp3 ocHoBa Ha HWHBApHUAHTHOCTTAa Ha
QyHKIMMTE HA YyBCTBMTENHOCT Ha F(p,R,L,C)
MOXE Jia ce JOKaKEe W HWHBAPHAHTHOCTTA Ha
BpeMeBUTE (QYHKIMH Ha eJeKTpHYecKara Bepura,

kouro [4] ce momyyaBaT ype3 0OpaTHOTO
npeo6pasysane Ha Jlamac L, (v=0):
glt)=L""F(p)}, (11)
h(t)=L" {M} . (12)
p

Crnen mpemuHaBae oT ypaBHeHus (6) u (7)
KbM CHOTBETHHTE OIEpaTopHd oOpa3sum  Ha
BpeMeBUTE (YHKLIMH, C€ H3BBPIIBA OOPATHOTO
npeobpazyBane Ha Jlarurac. [lomydeHusT pesynrat
MOJXKE a C€ 3aIIMIIIC BbB BUA.

g(l‘joa#zoaﬂao)=g(%l,foja (13)
h(fjo»/lzoaﬂgo)=h(%lafo)- (14)

IlonyyenuTe 3aBUCMMOCTH TIOKa3BaT, 4e
CyMapHUTE YYBCTBUTECIHOCTH HAa  BpPEMEBUTE
(YyHKIIME Ha ENEKTPUYECKUTE BEPUTH B TPUETHUS
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eJeMeHTeH 0a3uc 3aBUCAT caMO OT CBOICTBaTa Ha
CI)YHKI_[I/IHTa n ca HWHBAapHUaHTHU KbM
CKBHBAJICHTHHUTC npeo6pa3yBaHH;1 Ha Bepurarta.

3. MH3cnenBane Ha mnapaMeTpu4HaTa
YYBCTBUTEJIHOCT HAa  MacHBHA  4YeCTOTHO-
CeJIEKTHBHA eJIEKTPUYECKA Bepura

[lapamerpryHaTa  9yBCTBHUTETHOCT  Ha
YECTOTHATa XapaKTePUCTUKAa HA €IHa YEeCTOTHO-
CEJICKTMBHA BEPUTa, MO OTHOIICHUE HA PEAKTUBHUS
eJIeMEHT k, MOJXE J1a Ce M3pa3u KaTo:

-y _|oF(e) K
S = 15
| k(/wl ok F(]a)) 5 ( )
Axo N m Nc ca OposAT ChOTBETHO Ha

UHAYKTUBHUTEC W KallallUTUBHHU CJICMCHTU BbHB
BE€purara, To napamMeTpuyHara 4YyBCTBUTCIHOCT €
CyMa OT YyBCTBUTEITHOCTHUTE TI0 OTICITHUTE BUJIOBE
peaKkTUBHU eneMeHTH [6]:

N, Ne

‘Sk (ja))( - Z‘SLk ‘ + Z‘Sck ‘ (16)
k=1 k=1

Or  jgpyra  cTpaHa  KOMIUICKCHATa

YYBCTBUTCIIHOCT MOXKE J1a CC MMPEACTABU KaTO:

S (jo)= oF 6(; o) |F(’; o j a;ggca)) k=51(0)+j0f (0)

, (7

F
KbIACTO SL ‘(a)) € OTHOCHUTCJIHATA 9YyBCTBUTCIIHOCT

Ha AUX Ha Bepurara, a Q](f(a)) € OTHOCHUTEIHATa

YyBCTBUTENHOCT HAa DUX.

B3 ocmoa ma (16) um (17) 3a
OTHOCUTEITHUTE YYBCTBUTEIHOCTH Ha Bepurara
MOJXKE Ja ce 3aIuIIe:

A Ly S AFI G o

Fl oy

S (@)=Y A S L2k JTELE T (1g)

¢ @) ,;aLk |F| Z;ack |F| oo |F

@ )_NL @ & @ _a_(p 19

o7 (e _ZQLk+ZQCk_awa)' (19)
k=1 k=1

Ot 3aBucumoctu (18) u (19) cmeama, ye
CyMapHHTE (byHKIIH Ha napaMeTpuyHa
YYBCTBUTEIIHOCT CIPSMO Pa3IUYHUTE PEAKTHUBHH
CIIEMEHTH TPH JICTEPMUHHUPAHW OTKIIOHECHUS Ha
napamMeTpuTe OT €UH BHJ Ca WHBAPHAHTHH KbM
peanu3anusaTa Ha elIeKTpUIecKaTa Bepura.

Cymapnata OTHOCHTETHATA
gyBcTBUTENHOCT HAa AUX MOXKe 1a ce TpefcTaBH B
pen na Teimop [5], B KoHTO ¢yHKIMHUTE Ha

I{yBCTBI/ITeJ'IHOCT oT H’prI/I u BTOpI/I pe}1 ca
CBHOTBETHO:
N N
1y SR AF L (Jr <k AF] Gy
S (@)= 2=, Sid (@)= ———%,  (20)
1L ;aLk |F|7C kzziack |F]
)= — = > )= —
2 k=1 OLy |F| ¢ k=1 oCy |F|
(21)

ITo 3aBucumoctn (20) m (21) ca W3UHCICHH
MaKCUMAQJIHHUTE CTOMHOCTH (MO MOAyJN) Ha
OTHOCUTCIHUTE YYBCTBUTCIHOCTH OT MObpPBHU U
Bropu pen 3a HUD na Yebumer ot 7 pexn [3], ¢
HEpaBHOMEPHOCT Ha 3aTUXBaHE B JIGHTaTa Ha
npomyckane Aa=0,28 dB u 3aTtuxBane a;=28 dB B
JIeHTaTa Ha 3aabpkaHe npu uectora =1,3.
Texnurte 3aBUCUMOCTH Ha NU3MCHCHHEC oT
HOpMHUpaHaTa gecToTa €2 ca mocTpoeHu Ha ¢ur.1.

Sic
Sig
20

S
X
15 SlL
o \

N
s —
0 02 04 06 08 1 12 14 16 18 2 Q
a)
Soc
SZL
20
15 <
2C
\ -
10
N4
—
5
0 02 0406 08 1 12 14 16 18 2 0
0)
®ur.1

Ot nony4yeHuTe rpaduvIHA 3aBHCUMOCTH CE
BUKJIA, Y€ CyMapHUTEe (QYHKIHH Ha MapaMeTpudHa
YYBCTBUTEIIHOCT CHPSAMO PA3NUUYHUTE PEAKTUBHU

Copyright © by Technical University - Sofia, Plovdiv branch, Bulgaria
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eJIeMEHTH clabo ce paznmdasar. CiaemoBaTenHo
MIPH JICTEPMUHUPAHN OTKIOHCHHUS HAa TIapaMETPHTE
OT eIWH BHJ, T€ Cca WHBAPUAHTHH KbM
peanu3anuaTa Ha elIeKTpuIecKaTa Bepura.

4. N3Boau

[lomyueHuTe WHBapWaHTHU CyMHU  Ha
oTHOcHuTenHara yyBcTBuTenHOCT (20) m (21) Morar
Jla ce M3MOJI3BAT KaTo MOKa3aTeNn 32 CTAOMITHOCT U
YYBCTBUTEIIHOCT Ha YECTOTHO-CEIICKTUBHUTE
Bepuru. Te  ompenensT  JCTCPMUHHPAHUTE
(3aBucumoct (20)) u cmydaiiaute (21) chCcTaBAITH
Ha BapHalUMTe Ha  CHOTBETHaTa (YHKIHS Ha
Bepurara. Tbif Karo Te ca (pyHKIMSA Ha YeCcTOTaTa,
TO 3a BCSIKAa YECTOTA MOXE Ja C€ OIPEIelsT
TPAaHUYHWUTE OTKIIOHCHHS Ha XapaKTEPUCTHKHUTE Ha
BEpHUTraTa OT TCXHUTE HOMHHAIHA CTOWHOCTH.
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VARIATIONAL PRINCIPLE FOR A CLASS OF
NONLOCAL BOUNDARY VALUE PROBLEMS

GEORGI P. PASKALEV

Abstract. For considered nonlocal boundary value problem for hyperbolic-parabolic
type PDE an implicit symmetrizing operator [4] is build. Equivalence of the problem to the
problem of minimization of quadratic functional is proved. Existence and uniqueness of the

generalized solution are obtained.

Key words: hyperbolic-parabolic type equation, nonlocal problem, variational principle,

negative norm of Lax.

1. Introduction
Let m>1,x=(x,...x,,) and DcR"

be a bounded domain with a boundary 0D and
G=Dx(0,T), I'=0Dx(0,T).

Mlu] = Zaaﬁ (x)D*D’u is a strong elliptic
|al=|Al=1

operator, where @, (x) € C* (B)

a5 (X)=ayg, (x)Ver?Va,ﬂ:|a|:|,B|:1.

Let we have

k(t,x)<0 V(t,x)eG,
k(T,x)=k(0,x)<0 VxeD,
b(T, x) =b(0,x) Vx e D, C = const.>0.

Consider the equation

Llu]= f(t,x), (M

where

Lu] = k(t,x)D}u + M[u]+b(t,x)D,u — Cu.

We shall propose also that

2b(t,x) - D,k(t,x)>0 V(t,x)eG.

The equation (1) is a of hyperbolic-parabolic
type in D and on the bottoms of the cylindrical
domain D it is of hyperbolic type.

Let A %0,

/1| <1 is a real number. Consider

the following boundary value problem. To find a
solution to the equation (1) in G, satisfying the

boundary conditions:

u|r:O, Dfu(T,x):ZDfu(O,x),i:O,l. (2)

2.Function spaces and definition

Let C “(G) be the space of infinitely smooth
in C” ((_;) functions, satisfying the boundary
conditions (2) and (fo (G) is the corresponding

space of infinitely smooth in G functions,

satisfying the boundary conditions ad joint to (2):
v .=0, D;v(0,x)=AD;W(T,x),i=0,1. (3)

Copyright © 2018 by Technical University of Sofia, Plovdiv branch, Bulgaria
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Define H'(G)as the closure of C*(G) with
respect to the norm

M = j > (D/Dfu) dtdx.  (4)

G q+‘a‘£l

Let H"(G)is the closure of the space

5:0 (C_;) with respect to the norm (4). The scalar

product in L,(G) we shall denote by (.,.), and

the corresponding norm - by |||| .

Let the constant xis defined by the

following equality:

For any element ve H""(G)and if A is

the Laplace operator, denote by Kv the solution of
the following nonlocal problem (1) with boundary

conditions (3):
L (Kv) =e"[v-Av],
Kv| =0, D!Kv(0,x) = AD;Kv(T,x),i=0,1.

From the a priori estimates, near to the obtained in

the paper [1]:

(Lu,e" D,u), >C, ||u||§ VueC*(G),
(L'v,~e™™D,v), >C, ||v||§ VveCr(G),

where C,,C, are positive constants, it follows that
if the constant C is sufficiently large, then the

solution KV exists and is unique.

By integration by parts, now, for any functions

u,yeC” (G), it obtains that

(Lu,Kv), =[u,v]’ Vu,veC”(G), (5)

where

[ = [ €17 —x*)D2u+ X (D%u)* didx,

G ‘a‘sl
is a norm, equivalent to (4) and such that
y =const.> K.

Changing the places of u# and v, we have
(Lv, Ku), =[u,v]} Vu,veéw(a). (6)

From (5) and (6) follows that the operator L is

K —symmetric|[2].

Now for u=v we have
2 ~ J—
(Lu,Ku), =u||” VYueC*(G),
which means that L also is K — positive

operator [2].
Definition: The function u € H' (G)is called a

generalized solution to the problem (1),(2) if

(f,Kv), =[uv]! Yve H'(G).

3.Main results

Theorem 1: The function u € ]‘NII(G) isa

generalized solution to the problem (1),(2) if and
only if u realizes the minimum of the quadratic

functional
D=l ~2(f.Kuw)y (D)

in the space H' (G).
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Theorem 2: For each function f € L(G) there

exists a unique solution to the variational problem

to minimize the quadratic functional (7) in the space

H' (G) . The problem (7) is correctly posed - to the
small variance of f in L*(G) corresponds a
small variance of the solution in H' (G).

4. Proofs

To prove the above theorems we need to obtain

the following estimate.

Lemma: There exists a positive constant C, >0,
such that

||Kv||O < C4||v||1 VveC” ((_?).
Proof.
Since KveH' (G), using the a priori

estimate from [1] we have

|8, <€

L (Kv)”_l =C, He"’ [v— Av]”_l <

|(v - Av,u)0| _
],

C, ||v - Av||_] =C, sup

(v,u)
C, supWSCAh
" 1

17

where C, =const.>0,

‘L*[KV]H_l is a negative

norm of Lax and L is the corresponding formally

ad joint operator to L.

The proofs follow the standard scheme,

used in the papers [2-7].

As is well known, the presented approach is
classical for elliptic partial differential equations.
For some classes non elliptic partial differential
equations with constant coefficients the above

variational approach is presented in the papers [3-

7]. For such equations we can use the Fourier
transform to build the symmetrizing operator and
to obtain the corresponding estimate. From the other
hand for equations with variable coefficients it is
necessary to build a symmetrizing operator in
implicit form — for example as a solution to the ad

joined problem with a “special” right part.
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